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Abstract

We investigate homogeneous coupled cell systems with high-dimensional internal dynam-
ics. In many studies on network dynamics, the analysis is restricted to networks with one-
dimensional internal dynamics. Here, we show how symmetry explains the relation between
dynamical behavior of systems with one-dimensional internal dynamics and with higher di-
mensional internal dynamics, when the underlying network topology is the same. Funda-
mental networks of homogeneous coupled cell systems (compare to B. Rink & J. Sanders.
“Coupled Cell Networks and Their Hidden Symmetries”. SIAM J. Math. Anal. 46.2 (2014),
pp. 1577–1609) can be expressed in terms of monoid representations, which uniquely de-
compose into indecomposable subrepresentations. In the high-dimensional internal dynamics
case, these subrepresentations are isomorphic to multiple copies of those one computes in
the one-dimensional internal dynamics case. This has interesting implications for possible
center subspaces in bifurcation analysis. We describe the effect on steady state and Hopf bi-
furcations in l-parameter families of network vector fields. The main results in that regard are
that (1) generic one-parameter steady state bifurcations are qualitatively independent of the
dimension of the internal dynamics and that, (2) in order to observe all generic l-parameter
bifurcations that may occur for internal dynamics of any dimension, the internal dynamics has
to be at least l-dimensional for steady state bifurcations and 2l-dimensional for Hopf bifur-
cations. Furthermore, we illustrate how additional structure in the network can be exploited
to obtain even greater understanding of bifurcation scenarios in the high-dimensional case
beyond qualitative statements about the collective dynamics. One-parameter steady state bi-
furcations in feedforward networks exhibit an unusual amplification in the asymptotic growth
rates of individual cells, when these are one-dimensional (S. von der Gracht, E. Nijholt &
B. Rink. “Amplified steady state bifurcations in feedforward networks”. Nonlinearity 35.4
(2022), pp. 2073–2120). As another main result, we prove that (3) the same cells exhibit this
amplifying effect with the same growth rates when the internal dynamics is high-dimensional.

Introduction

Dynamical systems as they arise in fields such as neuroscience (the workings of the brain), sys-
tems biology (metabolic systems), and electrical engineering (power grids), exhibit the structure
of a network. That is, they consist of nodes (neurons, proteins, power stations) with connections
between them and the behavior of one cell influences that of another. It usually does not suffice
to understand the nature of the individual nodes to deduce the behavior of the network, and the
specific interaction structure of a network can produce remarkable dynamics. One of the most
staggering examples is synchronization (e.g. the simultaneous firing of neurons). The analysis
of network dynamical systems is challenging as standard techniques are not tailored to the under-
lying structure. In recent years, numerous approaches and formalisms have been put forward to
robustly encode network structure in dynamical systems. The groupoid formalism (see [19, 20]
and an equivalent definition in [16]) among other uses allows for the classification of synchrony
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patterns in terms of balanced colorings of the network nodes. It has recently been generalized
to hypernetworks to specifically model groupwise and indirect interactions which have recently
been identified in numerous applications as a main driver of collective dynamics [1, 5, 9, 10, 11,
31, 39, 40]. Asynchronous networks [6, 7, 8] and open systems [24, 35] are aimed at flexibly and
realistically modeling real-world applications.

Slightly more specialized – that is, for the smaller class of homogeneous networks – is the
approach via so-called homogeneous coupled cell systems [25, 26, 27, 32, 33, 34] (therein, also
generalizations to non-homogeneous networks are made). After the category-theoretic tool of
graph fibrations was introduced to network dynamics (see [12, 13]), the investigation of their im-
plications on dynamical systems made it possible to relate the behavior of homogeneous networks
to algebraic properties of a representation of a semigroup. In particular, the admissible vector
fields of a lift of the network – the fundamental network – are precisely the vector fields that are
equivariant with respect to this representation. This is referred to as hidden symmetry. The obser-
vation sheds light on the – often anticipated – connection between networks and symmetry in the
context of homogeneous coupled cell systems.

Oftentimes, one is interested in generic bifurcations in network dynamical systems. These
can be interpreted as a prediction of bifurcation behavior that is dictated only by the network
structure and independent of the specific system. Investigations range from small examples to
qualitative statements for entire classes of networks. The book [21] and references therein give an
excellent overview of the current state of the theory and some newer results can for example be
found in [4, 40]. A major issue in determining generic bifurcations, say in a given network, is the
computational complexity stemming from high-dimensional phase spaces. The total phase space –
the phase space of the entire network dynamical system – has at least one spatial direction for each
cell of the network. In order to reduce this difficulty to its minimum one often restricts to the case
where the internal phase space – the phase space of a single cell – is one-dimensional. However,
this often requires additional work either motivating this restriction from a modeling point of view
or demonstrating its meaning in more general systems, for instance as reduced dynamics.

In the following example, we illustrate in a very simple network an effect high-dimensional
internal dynamics may have on the dynamical analysis compared to one-dimensional internal dy-
namics.
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Figure 1: A 3-cell homogeneous feedforward chain.

Example 1. Consider the 3-cell homogeneous feedforward chain in Figure 1. Its dynamics is
governed by the system of ordinary differential equations

v̇1 = f (v1, v2)

v̇2 = f (v2, v3)

v̇3 = f (v3, v3),

where vi ∈ V is the state variable of cell i in the internal phase space V . In order to investigate
dynamical phenomena – in particular stability – one analyzes spectral properties of linearizations
of the right hand side of such systems. Especially for the investigation of generic steady state
bifurcations one is interested in spectral properties of a generic linear right hand side – that is, a
linear admissible map –, which is of the form

L =

A B 0
0 A B
0 0 A + B


2



where A, B ∈ gl(V) are generic linear maps on V . The spectrum of L is made up of the eigenvalues
of A and those of A+B, where the eigenvalues of A occur with algebraic multiplicity 2, even though
they are generically simple as eigenvalues of A. This spectral degeneracy – a double eigenvalue
is unheard of in a generic linear map without any additional structure – is independent of the
dimension of the underlying space V .

However, the investigation of generic steady state bifurcations also relies on information about
the generalized eigenspaces of the linearization at a bifurcation point. Let us, for simplicity,
assume that A has an eigenvalue 0. In the case V = R this is equivalent to the assumption A = 0.
In that case we also have B , 0 generically. The generalized eigenspace of the eigenvalue 0 is
spanned by an eigenvector and a generalized eigenvector as

E0 =

〈10
0

 ,

0
1
B
0


〉
.

If, on the other hand, V = Rd for some d > 1, the eigenvalue 0 of A is generically simple.
Hence, there is an eigenvector v ∈ V such that Av = 0 and no other (generalized) eigenvector. As
we are assuming 0 is a simple eigenvalue of A, we have a direct sum decomposition of V into the
image of A and the span of v. Thus there exists a scalar c ∈ R and an element w ∈ V such that

−Bv = Aw − cv or Aw = (c1V − B) v.

Then the generalized eigenspace is spanned by the eigenvector with corresponding generalized
eigenvector

E0 =

〈v
0
0

 ,
wv
0


〉
.

This structure significantly differs from the one in the case V = R. The generalized eigenvector
depends not only on B but also on A. As A and B do not necessarily commute, 0

B−1v
0


is in general not a generalized eigenvector. Summarizing, already this simple 3-cell feedfor-
ward chain produces significantly different spectral properties when the internal dynamics is high-
dimensional. 4

In this paper we show that issues, such as the one illustrated in Example 1, only have a ‘control-
lable’ qualitative impact on generic steady state bifurcations in homogeneous coupled cell systems.
After briefly summarizing the formalism in Section 1, we use techniques from representation the-
ory to show that critical eigenspaces in bifurcation analysis of networks with high-dimensional
internal dynamics are in some sense the same as the ones we encounter in the one-dimensional
case. In particular, this allows for dimension-reduction. The main result of the first part of this
paper is

Theorem. The decomposition of the monoid representation that is equivalent to the fundamental
network with d-dimensional internal dynamics is isomorphic to d copies of the decomposition of
the total phase space of the same fundamental network with one-dimensional internal dynamics.
As a result, generic 1-parameter steady state bifurcations are (qualitatively) the same as in the
one-dimensional internal dynamics case. Moreover, any generic l-parameter bifurcation in a fun-
damental network with one-dimensional internal dynamics also occurs generically in the same
network with d-dimensional internal dynamics. Even more so, every generic l-parameter bifurca-
tion that a given fundamental network supports can be observed when the internal dynamics is of
a minimal dimension d – , d = l for steady state bifurcations and d = 2l for Hopf bifurcations.
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This result is proved in multiple theorems. In Section 2, we provide the algebraic details by com-
paring the decompositions of the monoid representations that are equivalent to the fundamental
network structure with internal dynamics of varying dimensions (Theorem 2.9). Implications for
possible center subspaces in steady state or Hopf bifurcation analysis are discussed in Section 3.
We compare 1-parameter bifurcations to the one-dimensional internal dynamics case first (Theo-
rems 3.1 and 3.2) and turn to arbitrary l-parameter bifurcations after (Theorems 3.6 to 3.8). The
second part of this paper (Section 4), is devoted to the application of these techniques and results
to the class of feedforward networks. Generic 1-parameter steady state bifurcations for such sys-
tems are described in full detail in [38] for one-dimensional internal dynamics. Here we use this
knowledge to investigate generic steady state bifurcations for high-dimensional internal dynamics.

We would like to mention that in [17] a similar strategy to address steady state bifurcations
in networks with high-dimensional internal dynamics is employed. Therein, 1- and 2-parameter
bifurcations in fully inhomogeneous networks – all cells are of pairwise different types – are
classified in the one-dimensional case. Then it is shown that this classification also holds true
for networks with high-dimensional internal dynamics. The reason for this, however, is entirely
different. As a matter of fact, the class of fully inhomogeneous networks allows to interpret a cell
with d-dimensional internal dynamics as d cells of different types with one-dimensional internal
dynamics that are all-to-all coupled. The classification of bifurcations in the one-dimensional case
then applies directly to high-dimensional cases as well.

1 Preliminaries: Hidden symmetries in homogeneous coupled cell
systems

In this section we briefly summarize the underlying theory of homogeneous coupled cell systems
in the language described in [26, 27, 28, 32, 33, 34]. To define a homogeneous network, we label
the set of nodes (or cells) as C = {p1, . . . , pN} and denote the interaction structure in the form of
input maps Σ = {σ1, . . . , σn}. Then each σi : C → C characterizes one specific input type, i.e., cell
p receives an input from cell σ(p) via an arrow of color σ.

Each cell has a state variable in the internal state space which is the same finite dimensional
real vector space for all cells: vp ∈ V . The internal dynamics of a cell is governed by the same
function f : Vn → V with arguments given by its inputs (see (1.1) below). Using the same internal
phase space and the same governing function for each cell reflects homogeneity. The total phase
space is

⊕
p∈C V � VN , for which we choose coordinates according to the cells of the network:

v = (vp)p∈C = (vp1 , . . . , vpN )T . The dynamics is governed by the ordinary differential equations

v̇ = γ f (v) =


f (vσ1(p1), . . . , vσn(p1))
f (vσ1(p2), . . . , vσn(p2))

...

f (vσ1(pN ), . . . , vσn(pN ))

 . (1.1)

Indicating the inputs of f for each cell by the input maps has the effect that a cell receives precisely
one input of each type without imposing (symmetry) relations between the arguments of f , hence
the term asymmetric inputs. The network vector fields are also referred to as admissible maps or
admissible vector fields.

Linear admissible maps are of particular interest for the investigation of network dynamics.
They appear as linearizations of network vector fields of the form (1.1) at a steady state and
are necessary for the determination of stability properties. It was shown in Proposition 1.1 in
[38] that the space of linear admissible maps is spanned by linear maps Bσ : VN → VN with
(Bσ(v))p = vσ(p) in the following sense: If L : VN → VN is linear and admissible, i.e., defined as
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in (1.1) for some linear internal dynamics, then L is of the form

(Lv)p =
∑
σ∈Σ

bσ(Bσ(v))p, (1.2)

where bσ ∈ gl(V) are linear maps on V independent of p. In particular, if V = R any linear
admissible map L is a linear combination of the Bσ, i.e.,

L =
∑
σ∈Σ

bσBσ (1.3)

for some bσ ∈ R using the identification gl(R) � R.

Remark 1.1. After choosing a labeling of the cells, the maps Bσ in the case V = R can be inter-
preted as matrices that are also known as the adjacency matrices of the network. Then Bσ encodes
the interaction structure of the input map σ. On the other hand, the linear maps can be interpreted
as matrices with entries in gl(V) which have the same structure independent of the dimension of
the internal dynamics. Consequently, we refer to them as (generalized) adjacency matrices. 4

We make two additional assumptions on the set of input maps Σ. We want it to include the
identity map σ1 = Id : C → C which is natural in the sense that we require each cell’s dynamics
to depend on its own state. Furthermore, we want Σ to be closed under composition of maps. This
means that every indirect input is also a direct input. Note that closedness can always be achieved
by considering the closure – the smallest set of input maps that is closed under composition and
contains the original maps – or, put differently by including concatenations of arrows in Σ. This is
not a restriction as it only leads to an extension of the set of admissible vector fields γ f . For more
details on these assumptions, consult the aforementioned references.

Summarizing, we assume that Σ has the structure of a monoid. This algebraic property intro-
duces hidden symmetry to homogeneous coupled cell systems via the following two constructions.
On one hand, we may define a second network which has nodes labeled by the elements of Σ

and the same input maps Σ as before. The inputs are now given by multiplication from the left:
σ : Σ→ Σ, τ 7→ στ. This network is called the fundamental network. Its construction is essentially
the same as for the left Cayley graph of Σ. The total phase space is

⊕
σ∈Σ V � Vn with coordinates

chosen accordingly again: X = (Xσ)σ∈Σ = (Xσ1 , . . . , Xσn). The dynamics is governed by

Ẋ = Γ f (X) =


f (Xσ1σ1 , . . . , Xσnσ1)
f (Xσ1σ2 , . . . , Xσnσ2)

...

f (Xσ1σn , . . . , Xσnσn)

 .
Note that we use the same governing function f and the same internal state space V for both
networks.

On the other hand, we can construct the regular representation σ 7→ Aσ of Σ on Vn, denoted
by (Vn, Aσ), where we identify

⊕
σ∈Σ V with Vn. The – in general non-invertible – linear maps for

the action of Σ are defined by multiplication from the right via (AσX)τ = Xτσ for σ, τ ∈ Σ. They
satisfy the standard properties of representation maps, i.e., AId = 1Vn – the identity on Vn – and
AσAτ = Aστ for all σ, τ ∈ Σ. The relation between the two constructions is that it can be seen that
the class of equivariant vector fields on (Vn, Aσ) is precisely the same as the class of admissible
vector fields Γ f for the fundamental network (Theorem 3.11 in [33]):Γ f

∣∣∣∣∣∣∣ f ∈ C∞
⊕
σ∈Σ

V,V


 =

{
F ∈ C∞(Vn,Vn) | F ◦ Aσ = Aσ ◦ F for all σ ∈ Σ

}
. (1.4)

Hence, the investigation of fundamental network vector fields can be performed using symmetry
properties.
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Corollary 1.2. Reformulating the definitions of adjacency matrices in terms of fundamental net-
works, we see that these are defined via multiplication from the left in Σ, i.e., (Bσ(X))τ = Xστ.
Additionally, we may compute that the Bσ respect the multiplicative structure of Σ, now in the
sense that BId = 1Vn and BσBτ = Bτσ. Due to (1.4), these adjacency matrices span the space of
all linear equivariant maps – also called endomorphisms – as in (1.2) and (1.3).

The contribution of the fundamental network to the analysis of the dynamics of the original
network stems from the fact that, using technical tools called graph fibrations [12, 13], one can
show that the admissible vector fields of the two networks are semi-conjugate. In particular there
exist linear maps πp : Vn → VN for each p ∈ C – non-invertible in general – such that πp ◦ Γ f =

γ f ◦ πp. Even more specifically, under the mild additional assumption that the original network
contains a cell that receives an input from every other cell, the original network can be retrieved as
a quotient network of the fundamental network. This means that there exists a balanced coloring
(see [20]) of the nodes of the fundamental network, such that identification of nodes of the same
color gives rise to the original network. This has the effect that the total phase space of the original
network – and with that its dynamics – is a synchrony subspace of the total phase space of the
fundamental network. The condition to be fulfilled for this to be true – sometimes also referred
to as backward connectivity [2] – is not very restrictive, as indirect inputs are to be considered
as direct inputs in this setting. The semi-conjugacy between the dynamics of the two networks –
or the quotient relation – together with the equivariance of the fundamental network vector fields
(1.4) is what coins the term hidden symmetry. For full details on these constructions see [26, 27,
33].

In order to investigate dynamical properties such as bifurcations, we may now analyze the
fundamental network using techniques from equivariant dynamics. In fact, many techniques from
dynamics with underlying compact Lie group symmetry can be applied in a similar way (see
[27, 33, 34]). In order for a bifurcation to occur, the steady state of a system of the form (1.1)
has to change its stability properties when one or multiple parameters vary. More precisely, one
or multiple eigenvalues of the linearization L have to cross the imaginary axis. The bifurcation
then occurs along the generalized kernel ker0(L) or the center subspace Xc – i.e., the generalized
eigenspace to the critical eigenvalues – of L. As the system is equivariant, it can be seen that
the generalized kernel and center subspace are invariant under the action of Σ, they are so-called
subrepresentations.

On the other hand, it is known that any representation of a monoid uniquely (up to isomor-
phism) decomposes as a direct sum of indecomposable subrepresentations. That means

Vn = W1 ⊕ · · · ⊕Wk, (1.5)

where Wi for all 1 ≤ i ≤ k is a subspace satisfying AσWi ⊂ Wi for all σ ∈ Σ and that cannot be de-
composed further into non-trivial subspaces satisfying the same property. These indecomposable
subrepresentations can be classified as being of real type – also called absolutely indecomposable
–, complex type or quaternionic type.

Summarizing, this means that the generalized kernel and center subspace are isomorphic to
the direct sum of some of the indecomposable components: ker0(L) � Wi1 ⊕ · · · ⊕ Wis with
1 ≤ i1 < . . . < is ≤ k and accordingly for Xc. Furthermore, one can determine which config-
urations of these components and their types can generically be present in an l-parameter bifur-
cation (see [36] for the 1-parameter case and [25] for the l-parameter case). For example, in a
1-parameter steady state bifurcation the generalized kernel is generically exactly one absolutely
indecomposable subrepresentation. In a generic 1-parameter Hopf bifurcation the center subspace
is either the direct sum of two isomorphic components of real type or one component of complex
or of quaternionic type. In general, for every fundamental network for which the decomposition of
its regular representation into indecomposable components is known, we now have a systematic
way of classifying the generic bifurcations and mode interactions in (multi-parameter) bifurcation
problems.
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In the remainder of this paper we frequently compare properties of dynamical systems with the
same underlying network structure with one- and d-dimensional internal dynamics, where d > 1.
To avoid confusion when setting them side by side we introduce some notational conventions. In
general, we distinguish these two settings by referring to them as the cases 1D and DD respectively.
Oftentimes, the distinction is highlighted in the notation by a super- or subscript 1 (1D) or D (DD).
We denote the internal phase spaces by V = R or V = W � Rd. If we do not want to specify one of
the two cases – i.e., if an observation holds for both cases simultaneously – we keep on denoting
the internal phase space by V . In particular, we have coordinates in the total phase spaces given
by (xp)p∈C ∈

⊕
p∈C R, (wp)p∈C ∈

⊕
p∈C W and (vp)p∈C ∈

⊕
p∈C V . Note that in the case 1D we

commonly use the basis {
(δp,q)p∈C

}
q∈C

(1.6)

for the total phase space
⊕N

i=1 R, where δp,q is the Kronecker delta, which equals 1 if p = q and
0 otherwise. The majority of the investigations in this paper focuses on fundamental networks.
For these, we abbreviate the total phase spaces by N1 =

⊕
σ∈Σ R and ND =

⊕
σ∈Σ W. The

coordinates on these spaces are denoted by x = (xσ)σ∈Σ ∈ N1, ω = (wσ)σ∈Σ ∈ ND and v =

(vσ)σ∈Σ ∈
⊕

σ∈Σ V , instead of the capital letters Xσ used above. Finally, recall that the total phase
space of the fundamental network is the representation space of the right regular representation of
the monoid of input maps Σ. We denote the linear maps by which its elements act on N1 and ND

by A1
σ and AD

σ respectively. They are defined by

(A1
σx)τ = xτσ, (AD

σω)τ = wτσ

in accordance to (1.4). After choosing coordinates for both spaces that respect the network struc-
ture – as above –, the representation maps can be interpreted as matrices. They have a very similar
structure in both cases. The maps A1

σ have one entry 1 per row and all the other entries equal to 0.
The matrices AD

σ have the same structure, but now the entries come from the ring gl(W) of linear
maps on W. Hence, whenever A1

σ has an entry 1, AD
σ has an entry 1W . Accordingly an entry 0 in

A1
σ corresponds to an entry 0 ∈ gl(W) in AD

σ. Compare also to the generalized adjacency matrices
(Remark 1.1).

2 Dimension reduction in fundamental networks

In this section, we investigate the relation between networks with one-dimensional internal dynam-
ics, i.e., V � R, and those with arbitrary finite-dimensional (d-dimensional), real vector spaces as
internal phase spaces. This serves as a motivation for the restriction to the former case which is
often done in bifurcation analysis of steady states. As was laid out in Section 1, one typically
restricts to the analysis of generic vector fields on the (generalized) kernel of the linearization at
the bifurcation point, in order to qualitatively investigate steady state bifurcations. The technical
tool for this is Lyapunov-Schmidt reduction. For more detailed results (e.g. stability properties
of branching solutions) one computes the center manifold, which is a graph over the center sub-
space. These methods were thoroughly described in [27, 29, 33] for homogeneous coupled cell
systems (1.1). In this section, we mostly restrict the investigations to fundamental networks. As
was pointed out in Section 1, this has the advantage that the reduction methods can be performed
to respect symmetry: the generalized kernel and center subspace are subrepresentations and the
reduced vector fields are precisely the equivariant ones on the respective subrepresentation. The
bifurcation results for the original network can then be regained by restriction to a synchrony sub-
space. It turns out, that the generalized kernels and center subspaces in both cases (1D and DD)
are strongly related due to the monoid symmetry. In particular, for 1-parameter steady state bifur-
cations, the case DD leads to ‘the same’ generalized kernels and center subspaces as one would
obtain in the case 1D. The bifurcation patterns are therefore qualitatively equivalent.
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One of the main tools in this section is a representation of the total phase space in the case DD
in tensor product notation. To that end, we may identify

⊕
p∈C

W �

⊕
p∈C

R

 ⊗W. (2.1)

In particular, we may split each (wp)p∈C ∈
⊕

p∈C W as a sum of vectors that have precisely one
non-vanishing coordinate entry: (wp)p∈C =

∑
q∈C(δp,qwp)p∈C . This can be represented as a sum of

pure tensors ∑
p∈C

(δp,q)q∈C ⊗ wp (2.2)

using the basis for
⊕

p∈C R as in (1.6). Note that this notation as the sum of pure tensors is not
unique, since multiple sums of pure tensors can represent the same element (wp)p∈C ∈

⊕
p∈C W.

For example,
(δp,q)p∈C ⊗ swp = s(δp,q)p∈C ⊗ wp

for a scalar s ∈ R. However, in critical cases like this the tensors are identified via an equivalence
relation. Hence, the representation via tensors in (2.2) is unique. For more on this see the details
and definitions of tensor products of vector spaces (e.g., in [22]). This formalism allows for a
graphical interpretation of attaching a vector space to each cell instead of using vectors of vectors
and block matrices. It has been used, for example, in [3, 14, 18, 23] to describe adjacency matrices
and their spectral properties for networks with higher-dimensional internal dynamics. Note that
the isomorphism in (2.1) is a mere identification of notations.

Remark 2.1. The representation (2.2) relies on the fact that for two finite-dimensional vector
spaces A and B with bases {ai}i∈I and {b j} j∈J the elements {ai ⊗ b j}i∈I, j∈J form a basis for the
tensor product A⊗B. In particular, given a basis {b1, . . . , bd} for W, we can represent each element
(wp)p∈C ∈

⊕
p∈C W as

∑
p∈C

(δp,q)q∈C ⊗ wp =
∑
p∈C

d∑
i=1

(δp,q)q∈C ⊗ α
p
i · bi =

∑
p∈C

d∑
i=1

α
p
i · (δp,q)q∈C ⊗ bi,

where wp = α
p
1b1 + · · · + α

p
dbd. 4

The tensor product formalism allows us to give a precise characterization of linear admissible
maps in the case DD. Recall from (1.2) that any linear admissible map L :

⊕
p∈C V →

⊕
p∈C V

can be represented using the generalized adjacency matrices Bσ defined by (Bσ(vp)p∈C)q = vσ(q).
Using the tensor notation, we see that these matrices from the case 1D are sufficient to represent
linear admissible maps also in the case DD.

Proposition 2.2. Define the 1D linear map B1
σ :

⊕
p∈C R →

⊕
p∈C R through (B1

σ(xp)p∈C)q =

xσ(q) for all σ ∈ Σ. Then any linear admissible map in the case DD L :
⊕

p∈C W →
⊕

p∈C W is
of the form

L =
∑
σ∈Σ

B1
σ ⊗ bσ (2.3)

for suitable linear maps bσ ∈ gl(W).

Proof. Let L :
⊕

p∈C W →
⊕

p∈C W be a linear admissible map. According to (1.2) there are
linear maps bσ ∈ gl(W) for each σ ∈ Σ such that

(L((wq)q∈C))p =
∑
σ∈Σ

bσ(BD
σ(wq)q∈C)p =

∑
σ∈Σ

bσ(wσ(p))

8



in the non-tensor notation, where (BD
σ(wq)q∈C)p = wσ(p). In the tensor notation (2.2), L((wq)q∈C)

can therefore be represented as

L((wq)q∈C) =
∑
p∈C

(δp,q)q∈C ⊗
∑
σ∈Σ

bσ(wσ(p)) =
∑
p∈C

∑
σ∈Σ

(δp,q)q∈C ⊗ bσ(wσ(p)). (2.4)

On the other hand
(
B1
σ(δp,q)q∈C

)
r

= δp,σ(r), which equals 1 if r ∈ σ−1(p) and 0 otherwise. In
particular,

B1
σ(δp,q)q∈C =

∑
r∈σ−1(p)

(δr,q)q∈C .

Using the tensor notation (2.2), i.e., representing (wq)q∈C as∑
p∈C

(δp,q)q∈C ⊗ wp,

we compute ∑
σ∈Σ

B1
σ ⊗ bσ


∑

p∈C

(δp,q)q∈C ⊗ wp

 =
∑
σ∈Σ

∑
p∈C

B1
σ(δp,q)q∈C ⊗ bσ(wp)

=
∑
σ∈Σ

∑
p∈C

∑
r∈σ−1(p)

(δr,q)q∈C ⊗
(
bσwσ(r)

)
=

∑
σ∈Σ

∑
r∈C

(δr,q)q∈C ⊗
(
bσwσ(r)

)
. (2.5)

Therein the last equation holds since
{
σ−1(p) | p ∈ C

}
forms a partition of C for all σ ∈ Σ. As

(2.4) and (2.5) agree, this completes the proof. �

Remark 2.3. Note that the tensor notation is also applicable in the case 1D. Then in (2.2) and
(2.3) we tensor with a scalar. Furthermore, gl(R) � R so that application of a linear map can be
identified with scalar multiplication. This only plays a role in cases where we do not explicitly
distinguish between 1D and DD. 4

Furthermore, we may also describe robust synchrony subspaces in the tensor notation. It is
well known that these are in one-to-one correspondence to balanced partitions of the cells of the
network (see for example [16, 20] for an exact definition).

Proposition 2.4. Let P = {P1, . . . , Pr} be a balanced partition of the cells C and let

∆1
P =

 (xp)p∈C ∈
⊕
p∈C

R

∣∣∣∣∣∣∣∣ xp = xq, if p, q ∈ Pi for some 1 ≤ i ≤ r

 ,
∆D

P =

 (wp)p∈C ∈
⊕
p∈C

W

∣∣∣∣∣∣∣∣ wp = wq, if p, q ∈ Pi for some 1 ≤ i ≤ r


be the corresponding synchrony subspaces for one- and for high-dimensional internal dynamics
respectively. Then

∆D
P � ∆1

P ⊗W.

Proof. The result follows almost directly from the characterization of bases of tensor products in
Remark 2.1. The synchrony subspace ∆1

P is spanned by elements {(x1
p)p∈C , . . . , (xr

p)p∈C}, where
xi

p = 1 if p ∈ Pi and xi
p = 0 otherwise. Hence,{

(xi
p)p∈C ⊗ b j

∣∣∣ i = 1, . . . , r and j = 1, . . . , d
}

(2.6)

9



is a basis of ∆1
P ⊗W, when {b1, . . . , bd} is a basis of W.

On the other hand, let p1, . . . , pr ∈ C be a set of representatives of the partition P, i.e., pi ∈ Pi.
Then every element (wp)p∈C ∈ ∆D

P can be represented as

(wp)p∈C =

r∑
i=1

(xi
p · wpi)p∈C

using the basis of ∆1
P, since wp = wpi if p ∈ Pi. Furthermore, every element wpi is of the form

wpi =

d∑
j=1

αi
j · b j

using the basis of W. Hence, we obtain

(wp)p∈C =

r∑
i=1

d∑
j=1

αi
j · (xi

p · b j)p∈C .

In particular, we see that {
(xi

p · b j)p∈C
∣∣∣ i = 1, . . . , r and j = 1, . . . , d

}
(2.7)

is a basis of ∆D
P . Representing these basis elements in their respective tensor notation (2.2) shows

that (2.7) agrees with (2.6) which completes the proof. �

From now on, we focus on fundamental networks. We want to understand the structure of
the regular representation and its decomposition into indecomposable subrepresentations (1.5) to
determine all possible generalized kernels when the internal phase space has dimension greater
than 1. As it turns out, this is strongly related to the case 1D.

The following proposition further explores the relation between these two representations us-
ing the tensor formalism (2.1).

Proposition 2.5. The Σ-representation {AD
σ}σ∈Σ on ND is isomorphic to N1 ⊗W on which σ ∈ Σ

acts as A1
σ ⊗ 1W .

Proof. The main idea for the proof is the interpretation of the total phase space ND as having the
vector space W attached to each cell of the network. These are in 1-to-1 correspondence to the
coordinates in (xσ)σ∈Σ ∈ N1 =

⊕
σ∈Σ R. Hence, we assign a vector wσ ∈ W to each coordinate

xσ which is reflected in the tensor notation N1 ⊗W.
First, note that both vector spaces have dimension n · dim W. Hence, they are isomorphic as

such. An isomorphism can be defined as

Φ : N1 ⊗W → ND

(xσ)σ∈Σ ⊗ w 7→ (xσw)σ∈Σ,

which is linearly extended to non-pure tensors (sums of elements (xσ)σ∈Σ ⊗ w). Note that this,
except for the transposition, coincides with the often used identification of (xσ)σ∈Σ ⊗ w with the
outer product (xσ)σ∈ΣwT = (xσwT )σ∈Σ.

As in (2.2), we may uniquely split each ω = (wσ)σ∈Σ ∈ ND as a sum of vectors that have
precisely one non-vanishing coordinate entry: (wσ)σ∈Σ =

∑
τ∈Σ(δσ,τwσ)σ∈Σ. Hence, the map

Ψ : (wσ)σ∈Σ 7→
∑
τ∈Σ

(δσ,τ)σ∈Σ ⊗ wτ

10



is inverse to Φ. In particular,

Ψ (Φ((xσ)σ∈Σ ⊗ w)) = Ψ ((xσw)σ∈Σ)

= Ψ

∑
τ∈Σ

(δσ,τxσw)σ∈Σ


=

∑
τ∈Σ

(δσ,τ)σ∈Σ ⊗ (xσw)

=
∑
τ∈Σ

(δσ,τvσ)σ∈Σ ⊗ w

= (xσ)σ∈Σ ⊗ w,

which extends linearly to non-pure tensors. Recall that the basis {(δσ,τ)σ∈Σ}τ∈Σ ⊂ N1 corresponds
to the cells of the network. Therefore, we may interpret Ψ as the map that picks the vector wσ in
the σ-entry and attaches it to cell σ via the tensor product.

It remains to be checked that Φ intertwines the two Σ-representations. In order to do so, we
compute

Φ
(
[A1

τ ⊗ 1W]((xσ)σ∈Σ ⊗ w)
)

= Φ((xστ)σ∈Σ ⊗ w) = (xστw)σ∈Σ

but also
AD
τ Φ((xσ)σ∈Σ ⊗ w) = AD

τ (xσw)σ∈Σ = (xστw)σ∈Σ.

Equivariance on non-pure tensors follows from linearity of the representation matrices. This
proves equivalence of the representations. �

Remark 2.6. Combining Corollary 1.2 and Proposition 2.2 we see that any endomorphism
L ∈ EndΣ(N1 ⊗W) of the regular representation that characterizes the fundamental network is of
the form (2.3) in the tensor notation, i.e.,

L =
∑
σ∈Σ

Bσ ⊗ bσ

for linear maps bσ ∈ gl(W). 4

The tensor notation relates the representationND in a straightforward way to the representation
N1 of the fundamental networks in the cases DD and 1D respectively. Understanding the structure
of the representation, especially its decomposition into subrepresentations, is essential for the
investigation of generic dynamics. We now relate the decomposition of N1 ⊗W to that of N1. It
is well known that the tensor product commutes with direct sums: if A and B are vector spaces
with A = A1 ⊕ A2, then A ⊗ B = (A1 ⊗ B) ⊕ (A2 ⊗ B) (see for example Theorem 17 in [15]). In
particular, projections π1, π2 ∈ gl(A) onto A1 and A2 respectively can be extended to projections
π1 ⊗ 1B, π2 ⊗ 1B ∈ gl(A ⊗ B) onto (A1 ⊗ B), (A2 ⊗ B) respectively. Applied to the above setting,
this even applies to decompositions into subrepresentations: If N1 = Y1 ⊕ Y2 where Y1 and Y2 are
subrepresentations, the projections π1 and π2 are equivariant with respect to {A1

σ}σ∈Σ. Then π1⊗1W

and π2 ⊗ 1W are equivariant with respect to {A1
σ ⊗ 1W }σ∈Σ. Thus, N1 ⊗W = (Y1 ⊗W) ⊕ (Y2 ⊗W)

as a decomposition into subrepresentations. The same constructions works for a decomposition of
W.

Lemma 2.7. Suppose Y ⊂ N1 is a subrepresentation with respect to {A1
σ}σ∈Σ and let w ∈ W\{0} be

an arbitrary element. Then Y ⊗〈w〉 ⊂ N1⊗V is a subrepresentation with respect to {A1
σ⊗1W }σ∈Σ.

Furthermore, Y ⊗ 〈w〉 � Y as subrepresentations.

Proof. We first note

y1 ⊗ r1w + . . . + yk ⊗ rkw = r1y1 ⊗ w + . . . + rkyk ⊗ w

= (r1y1 + . . . + rkyk) ⊗ w

11



for an arbitrary formal sum in Y⊗〈w〉, i.e., y1, . . . , yk ∈ Y and r1, . . . , rk ∈ R. Hence, every element
in Y ⊗ 〈w〉 can uniquely be expressed as a pure tensor y ⊗ w with y = (r1y1 + . . . + rkyk) ∈ Y .
Therefore, we may identify y ⊗ w with y which is equivariant by definition of the representation
maps. This proves the claim. �

Remark 2.8. In particular, if Y is indecomposable of a specific type, the same holds for Y ⊗ 〈w〉,
due to equivalence of the representations. 4

We obtain the main result of this section as a corollary of the above.

Theorem 2.9. SupposeN1 = Y1 ⊕ · · · ⊕ Ys as a decomposition into indecomposable subrepresen-
tations with respect to {A1

σ}σ∈Σ. Let {b1, . . . , bd} be a basis for W. Then

ND � N1 ⊗W =

s⊕
i=1

d⊕
j=1

Yi ⊗ 〈b j〉 (2.8a)

�
s⊕

i=1

Yd
i (2.8b)

as a decomposition into indecomposable subrepresentations with respect to {Aσ ⊗ 1W }σ∈Σ.

Remark 2.10. Note that the first isomorphism in (2.8a) is only an identification of different no-
tations. The second relation however is an equality. Hence, we may identify the fundamental
network representation space ND in the case DD with the decomposition given in that equation
without changing the coordinates. In particular the network structure is preserved by this identi-
fication. On the other hand, not every decomposition of ND is of the form (2.8a). However, as
the decomposition into indecomposable subrepresentations of a monoid representation is unique
up to isomorphisms, every indecomposable component Wi ⊂ N

D is isomorphic to one ofN1, i.e.,
Wi � Yi ⊗ 〈w〉 � Yi after relabeling the indices, but they are not necessarily equal. Nonetheless,
every decomposition of N1 gives rise to a decomposition of ND as in Theorem 2.9. 4

Corollary 2.11. Let W1 and W2 be two finite-dimensional real vector spaces that we choose as
internal phase spaces of a fundamental network. Furthermore, assume dim W1 ≤ dim W2. Then
there is a subrepresentation U ⊂

⊕
σ∈Σ W2 such that

U �
⊕
σ∈Σ

W1.

Proof. This follows directly from (2.8b). �

Finally, we show that the identification of indecomposable subrepresentations in the cases 1D
and DD respects synchrony subspaces. This is particularly relevant in the analysis of bifurcations,
as it implies that the restriction to the case 1D does not change patterns of synchrony. In particular,
this holds true for those patterns of synchrony that provide the original network as a quotient of
the fundamental network. We need the following technical result on subspaces of tensor product
spaces. The proof is elementary. It is included here, because we could not find a suitable reference
in the literature.

Lemma 2.12. Let A and B be finite-dimensional real vector spaces and let A1, A2 ⊂ A and
B1, B2 ⊂ B be subspaces. Then (A1 ⊗ B1) ∩ (A2 ⊗ B2) = (A1 ∩ A2) ⊗ (B1 ∩ B2) as a subspace
of A ⊗ B.

Proof. This result follows from the representation of a basis of the tensor product space in terms
of bases of the components in Remark 2.1. Let {ai}i∈I and {b j} j∈J be bases of A and B respectively
and let I1, I2 ⊂ I and J1, J2 ⊂ J be subsets such that

A1 = 〈ai | i ∈ I1 〉 , A2 = 〈ai | i ∈ I2 〉

B1 =
〈
b j | j ∈ J1

〉
, B2 =

〈
b j | j ∈ J2

〉
.
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Note that I, I1 and I2 can be constructed by completing a basis of A1 ∩ A2 to bases of A1 and A2.
Then the set of all basis elements of A1 and A2 is completed to a basis of A. Accordingly we
construct J, J1, and J2 for B from a basis of B1 ∩ B2. In particular, we obtain

A1 ∩ A2 = 〈ai | i ∈ I1 ∩ I2 〉 , B1 ∩ B2 =
〈
b j | j ∈ J1 ∩ J2

〉
.

Hence, using Remark 2.1 we see

(A1 ∩ A2) ⊗ (B1 ∩ B2) =
〈
ai ⊗ b j | i ∈ I1 ∩ I2 and j ∈ J1 ∩ J2

〉
.

On the other hand

A1 ⊗ B1 =
〈
ai ⊗ b j | i ∈ I1 and j ∈ J1

〉
, (A2 ⊗ B2) =

〈
ai ⊗ b j | i ∈ I2 and j ∈ J2

〉
.

Thus,
(A1 ⊗ B1) ∩ (A2 ⊗ B2) =

〈
ai ⊗ b j | i ∈ I1 ∩ I2 and j ∈ J1 ∩ J2

〉
which completes the proof. �

As a corollary of Proposition 2.4 and Lemma 2.12 we obtain

Proposition 2.13. Let P = {P1, . . . , Pr} be a balanced partition of the cells Σ of the fundamental
network and let ∆1

P and ∆D
P denote the corresponding robust synchrony subspaces in the case 1D

and DD respectively. Furthermore, let Y ⊂ N1 be an indecomposable component and U ⊂ ND

such that U � Y ⊗ 〈w〉 � Y. Then

∆D
P ∩ U � (∆1

P ⊗W) ∩ (Y ⊗ 〈w〉) = (∆1
P ∩ Y) ⊗ 〈w〉.

3 Implications for bifurcations of steady states

In Theorem 2.9 we describe the relation between the algebraic structures of a given fundamental
network in the cases 1D and DD. In particular, decomposing the regular representation in the case
1D provides a decomposition in the case DD by choosing a basis for W. In this section, we want to
investigate how this allows us to reduce the investigation of bifurcations in fundamental networks
with high-dimensional internal dynamics to that in fundamental networks with one-dimensional
internal dynamics. We provide the general setting first and discuss the implications of Theorem 2.9
on generic steady state and generic Hopf bifurcations in Sections 3.1 to 3.4. Throughout this
section, we still focus on fundamental networks.

In the investigation of bifurcations of steady states, one is interested in qualitative changes
of the set of steady state or periodic solutions when a given steady state changes its stability
properties as a parameter is varied. We assume that the admissible vector fields (1.1) depend on a
real parameter λ ∈ Rl:

Γ f (v, λ) =


f (vσ1σ1 , . . . , vσnσ1 , λ)

...

f (vσ1σn , . . . , vσnσn , λ)

 . (3.1)

The case l > 1 is also referred to as an l-parameter bifurcation in which we interpret each compo-
nent of λ as one parameter. We aim at describing generic bifurcations from a fully synchronous
steady state. Without loss of generality, we may assume this to be the origin and the bifurcation to
occur for λ = 0. Hence, we assume

Γ f (0, 0) = 0,

which implies f (0, 0) = 0. Furthermore, the assumption that the steady state changes its stability
can be translated to certain technical conditions on the partial derivatives of f . We are interested
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in steady states and periodic solutions close to this bifurcation point for a generic smooth function
f satisfying these conditions.

More precisely due to the implicit function theorem and the Hopf bifurcation theorem the
linearization DvΓ f (0, 0) needs to have eigenvalues on the imaginary axis in order for non-trivial
(steady state or periodic) solutions to exist close to the bifurcation point. A steady state bifurcation
requires vanishing eigenvalues and a Hopf bifurcation requires purely imaginary eigenvalues of
the linearization at the bifurcation point. As the vector field (3.1) is equivariant in its v-component
and the steady state is fully synchronous – which is equivalent to fully symmetric –, so is the
linearization DvΓ f (0, 0). Hence, in either case it induces a decomposition of the right regular
representation into subrepresentations given by its generalized kernel and reduced image or by its
center and hyperbolic subspaces, respectively, i.e.,⊕

σ∈Σ

V = ker0(DvΓ f (0, 0)) ⊕ im0(DvΓ f (0, 0)) or⊕
σ∈Σ

V = Xc ⊕ Xh

Therein ker0(DvΓ f (0, 0)) is the generalized eigenspace of the eigenvalue 0 andXc the direct sum of
the generalized eigenspaces of the eigenvalues on the imaginary axis. The respective complements
im0(DvΓ f (0, 0)) and Xh are given by the direct sum of the remaining generalized eigenspaces.

The bifurcation problem can be reduced to an equivalent one on the generalized kernel or the
center subspace. In particular, branching steady state or periodic solutions of the original sys-
tem lie on the center manifold which is a graph over the corresponding subspace. We refer to
this fact by saying that the bifurcation occurs along that generalized kernel or center subspace.
Furthermore, the reduced bifurcation problem is fully characterized by symmetry of the subrep-
resentation. Hence, in order to classify the bifurcations of steady states that may occur in the
fundamental network, one has to determine all possible subrepresentations of

⊕
σ∈Σ V that can

form center subspaces. As the decomposition into indecomposable subrepresentations (1.5) is
unique up to isomorphisms, that means one needs to decompose the regular representation⊕

σ∈Σ

V = W1 ⊕ · · · ⊕Wk.

The center subspace is then isomorphic to the direct sum of a suitable collection of the components
Wi. Theorem 2.9 shows that it is sufficient to determine this decomposition in the case 1D –
i.e., to decompose N1 –, as each indecomposable component of ND is also an indecomposable
component of N1. In particular, if we know the decomposition of N1 and if the dimension of the
internal phase space W (in the case DD) is d, we immediately obtain the decomposition of ND in
the form of d copies of the components of N1.

Furthermore, recall that indecomposable representations come in three types: real (also called
absolutely indecomposable), complex and quaternionic. This is determined by technical properties
of the linear equivariant maps of that representation. We make the decomposition more precise by
writing ⊕

σ∈Σ

V = VR
1 ⊕ · · · ⊕ VR

mR
⊕ VC

1 ⊕ · · · ⊕ VC
mC
⊕ VH

1 ⊕ · · · ⊕ VH
mH
,

where
VR

i �
(
WR

i

)sR
i , VC

i �
(
WC

i

)sC
i , VH

i �
(
WH

i

)sH
i

collect isomorphic subrepresentations. The WR
i ,W

C
i , and WH

i are pairwise non-isomorphic inde-
composable subrepresentations of real, complex, and quaternionic type respectively. Then we may
determine, which configurations of indecomposable components are possible as generalized ker-
nels or center subspaces for a generic l-parameter family of equivariant vector fields. In particular,
let

U �

mR⊕
i=1

(
WR

i

)ρi
⊕

mC⊕
i=1

(
WC

i

)γi
⊕

mH⊕
i=1

(
WH

i

)ιi
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with 0 ≤ ρi ≤ sR
i , 0 ≤ γi ≤ sC

i , 0 ≤ ιi ≤ sH
i for every i. Then U can only occur as a generalized

kernel – i.e., ker0(DvΓ f (0, 0)) � U –, if

KU =

mR∑
i=1

ρi + 2 ·
mC∑
i=1

γi + 4 ·
mH∑
i=1

ιi ≤ l, (3.2)

and as a center subspace – i.e., Xc � U –, if

CU =

mR∑
i=1

dρi/2e +

mC∑
i=1

γi +

mH∑
i=1

ιi ≤ l. (3.3)

Here dae denotes the nearest larger integer. For details on this see [36] for the case l = 1 and [25]
for the general case. The conditions (3.2) and (3.3) have simpler interpretations for the case of
1-parameter families.

In the upcoming subsections we investigate the interplay of Theorem 2.9 with the classification
of generalized kernels and center subspaces in generic bifurcation problems. This allows to relate
generic bifurcations of a fixed fundamental network with high-dimensional internal dynamics to
those of the same network with one-dimensional internal dynamics. We begin with a discussion
of the 1-parameter case, before turning to general l-parameter families.

3.1 Generic 1-parameter steady state bifurcations

When focusing on steady state bifurcations, we want to characterize solutions to

Γ f (v, λ) = 0

close to the bifurcation point (v0, λ0) = (0, 0). We may restrict the analysis to the generalized
kernel ker0(DvΓ f (0, 0)) in order to qualitatively determine branching steady states. By Lyapunov-
Schmidt reduction, all generic branches of steady states can be found in that kernel. The actual
branches (and their stability properties) still require investigation of the center manifold, the qual-
itative picture including branching directions, however, does not. As the generalized kernel is a
complementable subrepresentation (i.e., there exists an invariant complement) and the Lyapunov-
Schmidt reduction can be performed to respect equivariance (see [33]), this allows us to restrict
to a lower-dimensional equivariant bifurcation problem on the generalized kernel. From (3.2), we
know that this generalized kernel is generically an absolutely indecomposable subrepresentation.

Let us turn to the case DD, i.e., to a bifurcation problem on ND. Applying Theorem 2.9
(especially (2.8b)), we obtain that the generalized kernel in a given network in the case DD is
isomorphic as a subrepresentation to one of the indecomposable subrepresentations one computes
for N1 in the case 1D. That is

ker0(DωΓ f (0, 0)) � Yi ⊂ N
1

in the notation of Theorem 2.9. As the dynamics – in particular the generic steady state bifurcations
– on these subrepresentations is entirely classified by monoid symmetry, the reduced bifurcation
problem in the case is equivalent to one on the subrepresentation Yi. Hence, the generic steady
state bifurcations in the case DD occur generically also in the case 1D. On the other hand, as every
component Yi can occur as a generalized kernel ker0(DωΓ f (0, 0)) in this way, any generic steady
state bifurcation in the case 1D occurs generically in the case DD as well. Summarizing, we have
shown

Theorem 3.1. The generic 1-parameter steady state bifurcations in a fundamental network with
d-dimensional internal dynamics are qualitatively the same as those for the same network with
1-dimensional internal dynamics in the sense that the reduced bifurcation problems are equivalent
in both cases.
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We cannot expect a more precise comparative result. The generalized kernels are the same in both
cases so that the reduced bifurcation problems are the same. However, the full system has different
dimensions and requires different coordinate systems. Therefore, the branching solutions for the
full systems in general cannot be ‘equal’ in a stricter sense.

3.2 Generic 1-parameter Hopf bifurcations

Similar to Section 3.1, we investigate Hopf bifurcations in a generic 1-parameter family of funda-
mental network vector fields. In order to do so, we have to investigate possible center subspaces
corresponding to non-vanishing purely imaginary eigenvalues. Condition (3.3) shows that only
three cases can occur generically:

Xc � WC
i , Xc � WH

i , Xc �
(
WR

i

)2
.

That is, either Xc is isomorphic to precisely one indecomposable component of complex or of
quaternionic type or it is the direct sum of two isomorphic components of real type. Note that
Xc � WR

i – i.e., the center subspace is isomorphic to one indecomposable component of real
type – satisfies (3.3) as well. However, this situation can only occur for an eigenvalue 0 and
cannot provide a pair of purely imaginary eigenvalues (for more details see [25]). In the case DD,
Theorem 2.9 shows that the existence of two isomorphic components of real type inND can occur
in two different situations. Either N1 contains two isomorphic components of real type – i.e.,
Xc � Y2

i ⊂ N
1 in the notation of Theorem 2.9 – or d ≥ 2 and we obtain two copies of the same

component ofN1 due to the high-dimensional internal dynamics – i.e., Xc � Y2
i 1 N

1. Moreover,
the latter choice is the only center subspace for a generic 1-parameter Hopf bifurcation in the case
DD that does not occur in the case 1D. The other three cases are possible independent of d.

The solutions to the reduced bifurcation problem on Xc are entirely classified by symmetry. In
particular, in the cases that are independent of d the reduced bifurcation problem is equivalent for
each choice of d. The bifurcations are qualitatively the same as in the case 1D. Furthermore, note
that these cases describe all possible center subspaces in a generic 1-parameter Hopf bifurcation in
the case 1D. Hence, all generic 1-parameter Hopf bifurcations in the case 1D can also be observed
generically in the case DD. Conversely, the center subspace that is due to the high-dimensional
internal dynamics – i.e., Xc � Y2

i 1 N
1 – can only occur as a generic center subspace for d ≥ 2.

Hence, in general there is no equivalent reduced bifurcation problem in the case 1D and the corre-
sponding Hopf bifurcations can only be observed in the case DD. The discussion of this subsection
can be summarized as

Theorem 3.2. (i) All center subspaces in generic 1-parameter Hopf bifurcations in the case 1D
are generic as center subspaces in a 1-parameter Hopf bifurcation in the case DD for any d.
The branching periodic solutions corresponding to one center subspace are qualitatively the
same for all values of d in the sense that the reduced bifurcation problems are equivalent.

(ii) Let N1 = Y1 ⊕ · · · ⊕ Ys be a decomposition into indecomposable subrepresentations and
assume Yi to be of real type such that Yi � Y j for all j , i. If the internal dynamics is at least
two-dimensional, i.e., d ≥ 2, Yi yields a center subspace Xc � Y2

i of a generic 1-parameter
Hopf bifurcation in the case DD. The corresponding branching periodic solutions cannot be
observed in the case 1D. All remaining generic 1-parameter Hopf bifurcations in the case
DD are as described in (i).

Remark 3.3. Note that in both situations the indecomposable component of N1 can be high-
dimensional due to symmetry. Hence, in general Theorem 3.2 does not describe a standard Hopf
bifurcation with 2-dimensional center manifold. 4
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Corollary 3.4. Assume that the specific network structure forces the fundamental network to de-
compose into only components of real type that are pairwise non-isomorphic. Then Hopf bifur-
cations in generic 1-parameter families are only possible in networks with internal dynamics of
dimension greater or equal to 2.

Remark 3.5. In particular, both conditions of Corollary 3.4 hold true if the network structure forces
the linear admissible maps to only have real eigenvalues. An example of this phenomenon is the
class of feedforward networks that were introduced in [38]. We investigate 1-parameter steady
state bifurcations in feedforward networks with high-dimensional internal dynamics in Section 4.

4

3.3 Generic l-parameter bifurcations

The situation for l-parameter bifurcations is a lot more involved than in Sections 3.1 and 3.2. Sim-
ilar precise statements relating the case DD to 1D are not possible in full generality, as conditions
(3.2) and (3.3) allow for greater flexibility in the composition of generalized kernel or the cen-
ter subspace the larger the value of l is. Nevertheless, the underlying mechanism that made the
two different characterizations in Theorem 3.2 possible, applies to l-parameter bifurcations (with
l > 1) as well. In the case DD the representation space ND decomposes into the indecomposable
subrepresentations ofN1, each occurring d times. These subrepresentations can be components of
generalized kernels or center subspaces. Hence, there are potentially numerous possibilities to find
suitable combinations of components that satisfy (3.2) and (3.3). Nonetheless, any combination of
subrepresentations that occurs in a generic l-parameter bifurcation in the case 1D – i.e., one that
does not make use of extra copies – also occurs as a generalized kernel or center subspace in a
generic l-parameter bifurcation in the case DD. Once again, the reduced bifurcation problems are
equivalent due to symmetry. They can be seen as the ones that are inherent to the network structure
and independent of the internal dynamics. On the other hand, in general a generalized kernel or
center subspace in a generic l-parameter bifurcation in the case DD with d ≥ 2 contains multi-
ple copies of the same indecomposable component of N1. Then there is no equivalent reduced
bifurcation problem in the case 1D. We summarize these results as

Theorem 3.6. Generic l-parameter bifurcations in a fundamental network with 1-dimensional
internal dynamics are also generic in the same network with d-dimensional internal dynamics.

More generally, Theorem 3.6 follows almost directly from Corollary 2.11. The total phase
space N1 is a subrepresentation of ND. Hence, any combination of indecomposable components
of N1 that make up a generalized kernel in a generic l-parameter bifurcation in the case 1D also
occur in a generic l-parameter bifurcation problem in the case DD. This yields the previous result.
Even more so, it can be generalized to compare bifurcations in the same network with internal
dynamics of arbitrary dimension. If dim W1 ≤ dim W2 the total phase space

⊕
σ∈Σ W1 is isomor-

phic to a subrepresentation of
⊕

σ∈Σ W2. Hence, every generalized kernel or center subspace in a
generic l-parameter bifurcation in

⊕
σ∈Σ W1 also occurs as a generalized kernel or center subspace

in a generic l-parameter bifurcation in
⊕

σ∈Σ W2.

Theorem 3.7. Generic l-parameter bifurcations in a fundamental network with d1-dimensional
internal dynamics are also generic in the same network with d2-dimensional internal dynamics,
whenever d1 ≤ d2.

On the other hand, for a fixed number of parameters l, conditions (3.2) and (3.3) impose
restrictions on the maximal number of indecomposable components of N1 that can occur as a
generalized kernel or as a center subspace in a generic l-parameter bifurcation for any value of d.
More precisely the generalized kernel can at most be composed of l components of real type, of
bl/2c components of complex type, or of bl/4c components of quaternionic type. Here bac denotes
the nearest smaller or equal integer. Likewise, the center subspace can at most be composed of
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2l components of real type, of l components of complex type, or of l components of quaternionic
type. In particular, the total number of indecomposable components is always less than or equal
to l for generalized kernels and less than or equal to 2l for center subspaces. Recall that increasing
the dimension of the internal dynamics d yields additional copies of the indecomposable com-
ponents of N1 in the decomposition of ND. In particular, we find all possible combinations of
l or 2l indecomposable components in the case that d = l or d = 2l respectively. Increasing d
beyond these critical values does not provide any further solutions to the combinatorial problems
(3.2) and (3.3). As a result, all possible generalized kernels in a generic l-parameter bifurcation
problem with internal dynamics of dimension d′ > l can also be observed in the case d = l.
Likewise, all possible center subspaces in a generic l-parameter bifurcation problem with internal
dynamics of dimension d′ > 2l can also be observed in the case d = 2l. Once again, the reduced
bifurcation problems are therefore equivalent to those in the cases d = l and d = 2l respectively.
In combination with Theorem 3.7 we obtain

Theorem 3.8. (i) All generic l-parameter steady state bifurcations that can occur in a funda-
mental network can be investigated in the case of an internal phase space of dimension
d = l.

(ii) All generic l-parameter Hopf bifurcations that can occur in a fundamental network can be
investigated in the case of an internal phase space of dimension d = 2l.

Remark 3.9. The minimal values of the dimension of the internal phase space d stated in Theo-
rem 3.8 are optimal in the sense that there is a combination of indecomposable subrepresentations
of N1 that can only occur in a generic l-parameter bifurcation problem if d ≥ l or d ≥ 2l respec-
tively. To that end, let

∆0 =
{
(xσ)σ∈Σ ∈ N1

∣∣∣ xσ = xτ, for all σ, τ ∈ Σ
}
⊂ N1

be the fully synchronous subspace in the case 1D. In particular, ∆0 is a (not necessarily comple-
mentable) subrepresentation on which each representation map A1

σ acts as the identity. Assume
Y ⊂ N1 is a subrepresentation with Y � ∆0. Then all A1

σ act as the identity on Y as well. That
is, for all y = (yσ)σ∈Σ ∈ Y we have (A1

τy)σ = yστ = yσ for all σ, τ ∈ Σ by definition of the right
regular representation. In particular, for σ = Id we see

yId = yτ

for all τ ∈ Σ. As ∆0 is one-dimensional, we obtain y ∈ ∆0 and therefore Y = ∆0. In particular,
there is no subrepresentation in N1 that is isomorphic but not equal to ∆0. This observation
depends crucially on the fact that the internal dynamics are one-dimensional. In general, there
is an indecomposable component of N1 that contains the fully synchronous subspace Y ⊃ ∆0.
This follows from the fact that ∆0 is spanned by (1, . . . , 1)T , which is an eigenvector of all the
equivariant projections onto the indecomposable components, as these are network maps. If a
second subrepresentation Y ′ ⊂ N1 is isomorphic to Y the consideration above implies that Y and
Y ′ contain ∆0. Hence, Y ∩ Y ′ ⊃ ∆0 , ∅.

As a result, any decomposition ofN1 into indecomposable components contains precisely one
component isomorphic to Y where ∆0 ⊂ Y . Consequently, in the case of d-dimensional internal
dynamics there is a subrepresentation U ⊂ ND with U � Y l only if d ≥ l by Theorem 2.9.
Likewise, a subrepresentation U ⊂ ND with U � Y2l exists only if d ≥ 2l. 4

Remark 3.10. In the case of 1-parameter bifurcations Theorem 3.8 shows that all generic steady
state bifurcations can be observed in the network with 1-dimensional internal dynamics and all
Hopf bifurcations can be observed in the case of 2-dimensional internal dynamics. This matches
the results in Sections 3.1 and 3.2. 4
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3.4 Beyond qualitative statements using center manifold reduction

Sections 3.1 to 3.3 describe how to determine qualitative bifurcations in homogeneous coupled
cell systems with (possibly) high-dimensional internal dynamics. In particular, how (parts of) the
branching pattern in the case DD can be observed in the case 1D. The reason why the restriction to
qualitative statements needs to be made is the fact that the relation between the two cases is made
in terms of reduced bifurcation problems. The reduction methods (namely Lyapunov-Schmidt and
center manifold reduction) require coordinate changes so that whatever information is stored in the
precise choice of coordinates is lost when applying Theorems 3.1, 3.2 and 3.6. Most importantly,
in the investigation of network dynamics this includes the possibility to distinguish individual
cells from the coordinates of the total phase space variables as they were chosen in Section 1.
However, Theorem 2.9 allows for more precise statements about the case DD, if more knowledge
about bifurcations in the case 1D is available. We can explicitly construct bifurcating branches
in the case DD from those in the case 1D, capturing the spirit of Theorem 3.6, without losing all
information about each cell’s behavior.

3.4.1 Technicalities on the center manifold reduction

Let us briefly recapture the center manifold reduction and its usage for bifurcation analysis of
systems governed by fundamental network vector fields (3.1) as it was introduced in [27, 29]. We
add some additional technicalities that were not explicitly proved in the mentioned references. As
these techniques can be applied to steady state bifurcations as well as to Hopf bifurcations, we
slightly abuse notation from now on and denote the generalized kernel or the center subspace and
the respective complement by Xc and Xh. We obtain equivariant projections along Xc and Xh

respectively
Ph :

⊕
σ∈Σ

V → Xh, Pc :
⊕
σ∈Σ

V → Xc.

These allow to uniquely split any element v ∈
⊕

σ∈Σ V as v = vc + vh with vc = Pc(v) and
vh = Ph(v).

In order to apply the center manifold reduction to bifurcation problems, one extends the system
(3.1) to v = (v, λ) ∈

⊕
σ∈Σ V × Rl to include the parameter as a dynamic variable:

v̇ =

(
v̇
λ̇

)
=

(
Γ f (v, λ)

0

)
= Γ f (v). (3.4)

Solutions to this system are in one-to-one correspondence with solutions to the original system. In
particular, Γ f (0, 0) = 0. If we extend the representation matrices accordingly

Aσ : v = (v, λ) 7→ (Aσv, λ),

this system, furthermore, remains equivariant Γ f ◦ Aσ = Aσ ◦ Γ f . The following lemma explores
the consequences of equivariance with respect to the extended monoid representation.

Lemma 3.11. Let

F :
⊕
σ∈Σ

V × Rl →
⊕
σ∈Σ

V × Rl

(v, λ) 7→
(
Fv(v, λ)
Fλ(x, λ)

)
be equivariant with respect to the extended monoid representation: F ◦Aσ = Aσ ◦F for all σ ∈ Σ.
Then the component functions Fv and Fλ are parameter dependent and equivariant or invariant
with respect to the non-extended monoid representation, respectively. That is

Fv(Aσv, λ) = AσFv(v, λ), Fλ(Aσv, λ) = Fλ(v, λ).
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Proof. This can be seen directly from the equivariance condition(
F ◦ Aσ

)
(v, λ) =

(
Fv(Aσv, λ)
Fλ(Aσv, λ)

)
=

(
AσFv(v, λ)

Fλ(v, λ)

)
=

(
Aσ ◦ F

)
(v, λ).

�

Under the bifurcation assumption – eigenvalue 0 or purely imaginary eigenvalues – the lin-
earization of the extended system (3.4) induces a splitting⊕

σ∈Σ

V × Rl = Xc ⊕ Xh

into center subspace – generalized eigenspace to purely imaginary eigenvalues – and its hyperbolic
complement of DΓ f (0, 0). These are subrepresentations of the extended monoid representation⊕

σ∈Σ V × Rl. Furthermore, they are also related to the corresponding subspaces of the non-
extended system. In particular,

Xh = Xh × {0},

Xc = Xc × {0} ⊕
〈
(vh

1, λ1), . . . , (vh
l , λl)

〉
,

(3.5)

where {λ1, . . . , λl} is a basis ofRl and vh
1, . . . , v

h
l ∈ X

h are chosen suitably. The extended projections
along Xc and along Xh respectively are denoted accordingly

Ph :
⊕
σ∈Σ

V × Rl → Xh, Pc :
⊕
σ∈Σ

V × Rl → Xc.

They allow us to uniquely split every v ∈
⊕

σ∈Σ V × Rl as v = vc + vh with vc = Pc(v) and
vh = Ph(v).

Lemma 3.12 (see also the proof of Lemma 5.3 in [29]). Let

Pc :
⊕
σ∈Σ

V × Rl → Xc (3.6)

be the equivariant projection onto the center subspace of the extended system. Then Pc acts as the
identity on the λ-component, i.e., Pc(v, λ) =

(
Pc

v(v, λ), λ
)
.

Proof. Fix (v, λ) ∈
⊕

σ∈Σ V × Rl. Recall that⊕
σ∈Σ

V = Xc ⊕ Xh.

Hence we find a unique representation v = vc + vh with vc ∈ Xc and vh ∈ Xh using projections
vc = Pc(v), vh = Ph(v). From the representation in (3.5), we see that (vc, 0) ∈ Xc. Furthermore, we
may represent the parameter as λ = α1λ1 + · · · + αlλl and it holds that

α1(vh
1, λ1) + · · · + αl(vh

l , λl) ∈ Xc.

Lastly, as vh
1, . . . , v

h
l ∈ X

h we obtain(
vh − (α1vh

1 + · · · + αlvh
l ), 0

)
∈ Xh.

Since Pc is the projection onto Xc, it acts as the identity on Xc and maps Xh to 0. We obtain

(v, λ) = (vc + vh, λ) = (vc, 0) + (vh − (α1vh
1 + · · · + αlvh

l ), 0) + α1(vh
1, λ1) + · · · + αl(vh

l , λl)

7→ (vc, 0) + 0 + α1(vh
1, λ1) + · · · + αl(vh

l , λl)

=
(
vc + α1vh

1 + · · · + αlvh
l , λ

)
.

�
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We define another projection that ‘forgets’ about the skewed directions of the extended
center subspace. Every element in Rl can uniquely be represented in terms of its basis as
λ = α1λ1 + · · · + αlλl with coefficients α1, . . . , αl ∈ R. Thus, every element in Xc has a unique
representation as

vc = (vc, 0) + α1(vh
1, λ1) + · · · + αl(vh

l , λl)

where vc = Pc(v) ∈ Xc. Hence, the map

P′ : Xc → Xc × Rl

vc 7→ (vc, α1λ1 + · · · + αlλl) = (vc, λ)
(3.7)

is a projection. Note that this map satisfies P′ = (Pc × 1Rl)
∣∣∣
Xc .

Lemma 3.13 (see also the proof of Theorem 5.4 in [29]). The projection P′ : Xc → Xc × Rl is
invertible with inverse given by

Q′ : Xc × Rl → Xc

(vc, λ) 7→ (vc, 0) + α1(vh
1, λ1) + · · · + αl(vh

l , λl) = vc,
(3.8)

where λ = α1λ1 + · · · + αlλl is a representation in the basis Rl = 〈λ1, . . . , λl〉 and vh
1, . . . , v

h
l ∈ X

h

suitable as in (3.5).

Proof. This follows directly from the definition of P′ in (3.7). �

After restriction to a suitably small neighborhood around the bifurcation point (0, 0) the ex-
tended system (3.4) admits a unique center manifold Mc, invariant under the dynamics, which
locally contains all solutions whose Xh-component is bounded. In the formalism of the extended
system this includes all bifurcating steady state or periodic solutions. The center manifold can be
realized as the graph of a function ψ : Xc → Xh. More precisely

Mc =
{
Q′(vc, λ) + ψ(Q′(vc, λ)) | (vc, λ) ∈ Xc × Λ

}
⊂

⊕
σ∈Σ

V × Rl (3.9)

In particular, the dynamics of a generic system of the form (3.4) restricted to the center manifold
is bijectively conjugate to that of a generic system of the form

v̇c = r(vc, λ),

λ̇ = 0
(3.10)

on Xc × Rl, where

(i) r(0, 0) = 0.

(ii) The center subspace of Dvcr(0, 0) is the full space Xc.

(iii) It is equivariant with respect to the (non-extended) monoid representation restricted to Xc.

The conjugation is realized by the maps P = P′ ◦ Pc = Pc × 1Rl and ψ ◦ Q′. As all maps that
are needed to define the center manifold – in particular ψ, P and the projections onto Xc and Xh

– are equivariant as well, the entire center manifold Mc is invariant under the extended monoid
representation.

Lastly, we state a technical result that explicitly describes the parameter-dependence of the
center manifold Mc of the extended system and the maps that define the interconnection between
the center manifold and the center subspace.
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Lemma 3.14. Let ψ : Xc → Xh be the map whose graph is the center manifold Mc as in (3.9).

Then ψ has a trivial λ-component, i.e., ψ(v, λ) =
(
ψ

v
(v, λ), 0

)
.

Proof. This follows directly from the representation of the subspaces in (3.5): Xh = Xh × {0}. �

Remark 3.15. Lemmas 3.12 and 3.14 can be summarized by stating that the center manifold and
the center subspace of the extended system share the same parameter component. Furthermore,
the same holds for the reduced system on Xc × Rl governed by r. The conjugation maps leave the
λ-component unchanged. Introducing the parameter dependence into the system for bifurcation
analysis yields a skewed center subspace (see (3.5)) that extends into parameter space. The same
holds for the center manifold. This can be regarded as a continuation of the center manifold of
the non-extended system for λ = 0 to varying parameter values. Nevertheless, no dynamic effects
occur in the λ-component of the extended system. 4

3.4.2 Determining DD-branches from 1D-branches

Assume now that we know the branching behavior of each cell in a branch of a generic bifurcation
of steady states of the system (3.1) in the case 1D. That is, we have a smooth curve of steady
states or of initial conditions for periodic solutions (xσ(λ))σ∈Σ for small absolute values of λ. We
denote the subrepresentation that forms the corresponding generalized kernel or center subspace
by Xc

1 ⊂ N
1. Due to the conjugation of the dynamics on the center manifold and the reduced

system (3.10), we obtain that
Pc

1((xσ(λ))σ∈Σ)

– where Pc
1 is the projection onto the generalized kernel or center subspace Xc

1 in the case 1D – is
the branching solution of a generic reduced bifurcation problem corresponding to (xσ(λ))σ∈Σ. As
the center subspace, in general, is a proper subspace, not every cell’s coordinate entry xσ(λ) can
be found in the projected solution branch. For example, the projection might map coordinates to
zero or sum up multiple coordinate entries. Nevertheless, as long as the projection Pc

1 is known,
this method provides a method to represent the qualitative branching solutions of the reduced
system while respecting the coordinates that are chosen according to the cells of the network. This
projection operator, however, is often computed while classifying the generic bifurcations in the
case 1D as a byproduct.

Furthermore, Theorem 3.6 shows that any bifurcating branch in the case 1D occurs generi-
cally in the same network in the case DD as well. Theorem 2.9 allows us to transform a generic
1D-branch into a generic DD-branch. In particular, there is a generic l-parameter bifurcation
problem in ND whose generalized kernel or center subspace is isomorphic to Xc

1 in the case 1D.
Furthermore, from (2.8a) we see that this generalized kernel or center subspace Xc

D ⊂ N
D is of the

form
Xc

D � X
c
1 ⊗ 〈w〉, (3.11)

where w ∈ W \ {0}. Denote the equivariant isomorphism in (3.11) by Ψ : Xc
1 ⊗ 〈w〉 → Xc

D.
Consequently, the branch (xσ(λ))σ∈Σ can be represented as a generic branch on the center subspace
Xc

D as
Ψ(Pc

1(xσ(λ))σ∈Σ ⊗ w).

In more general terms, there exists a direction w ∈ W \ {0} such that the generic bifurcation
pattern – that is, all generic bifurcating solutions – restricted to the center subspace in the 1-
dimensional case is reflected in the d-dimensional case, where internal dynamics is restricted to
this direction w. This interpretation, however, is only fully accurate in the case that Ψ is the identity
– after identifying tensor and non-tensor notation. In general, it yields only qualitatively the same
bifurcation diagram in the case DD. Nevertheless, as the coordinates for the center subspace in
the case DD reflect the cells of the network, we can read off cell-by-cell information from this
representation. Finally, using the conjugacy between the center manifold and the reduced system
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once more, this time in the case DD, we find the representation of the branch (xσ(λ))σ∈Σ in the
center manifold of the DD-system as

ψD
(
Q′D

(
Ψ(Pc

1(xσ(λ))σ∈Σ ⊗ w), λ
))
.

Due to Theorem 3.6 this branch occurs in a generic bifurcation problem with generalized kernel
or center subspace isomorphic to Xc

1 ⊗ 〈w〉.
In theory, this procedure provides a mechanism to translate generic branching solutions in the

case 1D to generic solutions in the case DD. As long as information about the maps Pc
1,Q

′
D, ψ

D

and Ψ is available, it also transforms information about the branching behavior of each individual
cell. However, this latter part is not to be expected in general. The results in this chapter aim
at simplifying the investigations of generic steady state bifurcations in the case DD by restrict-
ing to the case 1D. In particular, we do not want to determine a generic center manifold in the
high-dimensional case. As a result, knowledge about these maps is not available in general. Nev-
ertheless, the observations in this subsection provide a theoretical tool to relate generic branching
solutions in the case DD to those in the case 1D. In Section 4, we investigate how additional struc-
ture in the network – in particular feedforward structure – provides information about the maps
Pc

1,Q
′
D, ψ

D and Ψ without explicitly computing them. This suffices to exploit this mechanism to
characterize generic branching solutions in the case DD from those in the case 1D including the
behavior of each cell without computing the center manifolds.

Remark 3.16. The method presented in this section can also be used in the spirit of Theorem 3.8 to
translate a bifurcating branch of steady state or periodic solutions in a fundamental network with
d1-dimensional internal dynamics into one for the same network with d2-dimensional internal
dynamics if d1 ≤ d2 and whenever the corresponding generalized kernel or center subspace occurs
in both cases generically. In particular, when a branch exhibits a robust pattern of synchrony
– i.e., coordinate entries corresponding to a balanced partition of the cells coincide – then the
representation of that branch exhibits the same synchrony for internal dynamics of any dimensions
for which it exists generically. This follows from Proposition 2.13. 4

4 Steady state bifurcations in feedforward networks

In this section, we investigate how additional structure in the network helps to gain more insight
into the generic steady state bifurcations of networks with high-dimensional internal dynamics
for the example of feedforward structure. In Sections 2 and 3, we show that symmetry of the
fundamental network forces the qualitative bifurcation picture in the high-dimensional case to be
the same as that in the case 1D. Exploiting the feedforward structure, we can even understand
bifurcations in individual cells, which was already hinted at in Section 3.4. We begin by recalling
different equivalent characterizations of feedforward networks as they are introduced in [38]. The
generic steady state bifurcation result in the case 1D is summarized in Section 4.1. Finally, we
discuss implications for generic steady state bifurcations in the case DD. Note that the results in
[38] hold for general homogeneous networks with asymmetric inputs. Here, we restate only the
required bits in the context of fundamental networks.

In general terms, the feedforward structure can be interpreted as the absence of any feedback.
In that sense, a network is called a feedforward network if it does not contain any closed, directed
loops of length 2 or larger. Note that this allows for self-loops. We do not exclude the situation
that a cell influences itself, which is not considered as feedback in this setting.

Secondly, we view feedforward structure as a notion of regularity in the network: all arrows
are either self-loops or ‘oriented in the same direction’. We introduce a preorder on the monoid of
input maps Σ which are the cells of the fundamental network by saying σ E σ′ if there is a path
from σ′ to σ. For a fundamental network, this means σ E σ′ if there exists τ ∈ Σ with τσ = σ′.
Then, a network does not contain any closed directed loops of length 2 or larger, if and only if this
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preorder is a partial order which reflects the aforementioned regularity. We denote the situation
that σ E σ′ but σ , σ′ by σ C σ′.

In Section 4.1, we see that we may relate the asymptotics in a generic feedforward bifurcation
to the partial order of the cells in the case 1D. For a fundamental network, we want to investigate
the implications of this for the case DD.

Remark 4.1. It can be shown, that a homogeneous coupled cell is a feedforward network if and
only if its fundamental network is. In that sense, the upcoming analysis is also relevant for net-
works that are not fundamental networks.

Remark 4.2. Note that labeling the nodes {σ1, . . . , σN} according to E, such that σi E σ j implies
i ≤ j, yields that all the linear admissible maps are upper triangular with entries in gl(V) – or, put
differently, upper triangular block matrices. If V = R they are truly upper triangular. In the tensor
notation (see Proposition 2.2) this yields that linear admissible maps are of the form∑

σ∈Σ

Bσ ⊗ bσ,

where bσ ∈ gl(V) and the Bσ are upper triangular. In particular, this implies that all the equivariant
linear maps of the regular representation are upper triangular due to (1.4). In fact, this property
can be shown to be equivalent to the network having feedforward structure. However, for most of
our considerations it is more convenient not to use the tensor notation of linear maps. 4

The structure of linear admissible maps immediately implies the following result on generic 1-
parameter bifurcations, such as the Hopf bifurcation, in feedforward networks.

Theorem 4.3 ([38], Rem. 2.12). In a 1-parameter bifurcation in a feedforward network with
one-dimensional internal dynamics there cannot be a pair of conjugate imaginary eigenvalues
at the synchronous bifurcation point. On the other hand, if the internal dynamics is at least 2-
dimensional, a 1-parameter bifurcation in which a pair of complex eigenvalues crosses the imagi-
nary axis is possible.

Proof. In order for a bifurcation to occur, a 1-parameter family of linear admissible maps has
to have an eigenvalue/a pair of complex conjugate eigenvalues that crosses/cross the imaginary
axis at the bifurcation point. In the case V = R all linear admissible maps are real upper triangular
matrices. Their eigenvalues are the diagonal elements which are real. Hence, only real eigenvalues
can cross the imaginary axis. On the other hand, when the internal dynamics is in V � Rd with
d ≥ 2, linear admissible maps are upper triangular with entries in gl(V). Thus the eigenvalues of a
linear admissible map are the union of the eigenvalues of all diagonal elements which are arbitrary
elements in gl(V) (some of which might be related). In particular, there are possible diagonal
elements with complex eigenvalues. �

Remark 4.4. In particular, the emergence (or collapse) of periodic solutions in a bifurcation – as in
classical and non-classical Hopf bifurcations – requires a pair of complex conjugate eigenvalues
to cross the imaginary axis. The previous theorem shows that this can only occur in feedforward
networks, if the internal dynamics is at least 2-dimensional. 4

Finally, we restate the following definition from [38]. It proves to be useful for the investi-
gation of bifurcations. It induces an equivalence relation on the cells of a feedforward network
whose equivalence classes are in one-to-one correspondence with the eigenvalues of linear admis-
sible maps.

Definition. Given a homogeneous coupled cell network, we denote Lσ = {τ ∈ Σ | τσ = σ} for all
σ ∈ Σ and define an equivalence relation � on the input maps as follows:

σ� σ′ ⇐⇒ Lσ = Lσ′ . (4.1)

If σ� σ′ we say that σ and σ′ have the same loop-type. In a network, two nodes have the same
loop-type if and only if they have the same self-loops (of the same color). 4
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Remark 4.5. As the network consists of only finitely many cells, there are well-defined maximal
elements with respect to E. These are all of the same loop-type. 4

4.1 Summary of the case 1D

In [38], the generic steady state bifurcations in a 1-parameter family of vector fields for a feed-
forward network are thoroughly investigated. It is shown that feedforward structure induces a
so-called amplification effect in bifurcating branches, i.e., the branching solution in a given cell
has a steeper slope the ‘lower’ the cell is in the network with respect to E. These results in par-
ticular apply to fundamental networks. The bifurcation problem is as laid out in Section 3. We
investigate parameter-dependent dynamics governed by

v̇σ = f (vτ1σ, . . . , vτnσ, λ), (4.2)

for all σ ∈ Σ, where λ ∈ R. Due to the feedforward structure, the equation for component vσ
depends only on those states vσ′ for σ′ D σ. Furthermore, we assume f (0, 0) = 0 and the lin-
earization DvΓ f (0, 0) at the bifurcation point to have an eigenvalue 0. In accordance to Remark 4.2,
the linearization takes the form

DvΓ f (0, 0) =



∑
τ∈Lσ1

aτ • . . . •

0
∑
τ∈Lσ2

aτ
. . .

...
...

. . .
. . . •

0 . . . 0
∑
τ∈LσN

aτ


, (4.3)

where aτ = ∂τ f (0, 0) is the partial derivative in the direction of the τ-input.
Remark 4.6. In the tensor notation, this linear map has the form

DvΓ f (0, 0) =
∑
σ∈Σ

Bσ ⊗ aσ,

as in Proposition 2.2 and Remark 4.2. Here the maps Bσ are upper triangular. However, as we are
only interested in the diagonal elements, the non-tensor notation is more convenient. 4

The eigenvalues of the linearization (4.3) are determined per cell from the diagonal elements∑
σ∈Lσ aσ. Their multiplicities are given by the number of elements of the same loop-type, as loop-

type equivalent elements yield the same diagonal elements of the linearization. Hence, DvΓ f (0, 0)
is non-invertible, if and only if there is a node σ ∈ Σ such that

0 ∈ spec

 ∑
σ∈Lσ

aσ

 . (4.4)

Then the same holds for all nodes σ̂ ∈ Σ such that σ̂ � σ. We call these nodes, as well as their
loop-type, critical. All other cells and their loop-types are referred to as non-critical. Note that
generically precisely one loop-type is critical while all others are not. In particular, in the light of
Remark 4.5 either all maximal cells are critical (and no other cell is) or no maximal cell is critical.
The bifurcation problem is to find solutions to

Γ f (v, λ) = 0

locally around the bifurcation point (0, 0).
In the remainder of this subsection, we summarize the results for the bifurcation problem stated

above in the case 1D as is provided in [38]. Once again, we replace the coordinates describing the
internal state of each cell vσ ∈ V by coordinates xσ ∈ R. Note that in this case the linear admissible
maps are truly upper triangular and the eigenvalue condition (4.4) becomes

∑
σ∈Lσ aσ = 0 for

critical cells σ. Generically, four different types of branching steady states may occur depending
on whether the maximal cells are critical or not and whether the branching occurs for λ > 0 or
λ < 0. The following results are a summary of corresponding ones in [38].
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Proposition 4.7 ([38], Thm. 3.7). Branching steady state solutions of a feedforward fundamental
network with maximal critical cells, generically are as in one of the following two cases:

(i) (supercritical)

xσ(λ) = Dσ ·
√
λ + O(|λ|) for small λ > 0;

(ii) (subcritical)

xσ(λ) = Dσ ·
√
−λ + O(|λ|) for small λ < 0;

where Dσ ∈ R \ {0}. The direction of branching is the same for all σ ∈ Σ.

Proposition 4.8 ([38], Thms. 3.21, 3.23 & 3.24). Branching steady state solutions in a feedfor-
ward fundamental network with non-maximal critical cells are as follows: There is a root subnet-
work, i.e., a subset of nodes B ⊂ Σ containing all maximal cells that is not influenced from outside
of B meaning σB ⊂ B for all σ ∈ Σ. The state variables of all σ ∈ B bifurcate as

xσ(λ) = X(λ) = D · λ + O(|λ|2)

for |λ| small. The remaining cells bifurcate as in one of the following two cases

(i) (supercritical)

xσ(λ) = Dσ · λ
2−µσ + O

(
|λ|2

−(µσ−1))
for small λ > 0;

(ii) (subcritical)

xσ(λ) = Dσ · (−λ)2−µσ + O
(
|λ|2

−(µσ−1))
for small λ < 0;

where µσ is defined inductively setting µσ = 0 for all σ ∈ B and

µσ =


maxτBσ µτ for σ non-critical,
maxτBσ µτ for σ critical and τ ∈ B for all τ B p,
maxτBσ µτ + 1 for σ critical and there exists τ B p such that τ < B.

(4.5)

That is, µσ is the maximal number of critical cells τ < B along paths from any cell in B to σ.
Furthermore, D,Dσ ∈ R \ {0} for all σ ∈ Σ. The direction of branching is the same for all σ < B.

Remark 4.9. We may extend the definition of µσ to the case of critical maximal cells. Therein the
state variables of all cells bifurcate as

xσ(λ) = Dσ · λ
2−µσ + O(|λ|) or

xσ(λ) = Dσ · (−λ)2−µσ + O(|λ|)

depending on sub- or supercriticality of the solution branch, where µσ = 1 for all σ ∈ Σ. This also
satisfies the growing condition (4.5), as only the maximal cells are critical and these receive all
their inputs from themselves.

Remark 4.10. The results in [38] are more complete than what we state here. They also include for-
mulas to explicitly compute the lowest order coefficients. Furthermore, we can deduce a condition
on the system parameters – the partial derivatives of the governing function f – that determines
whether a specific branch exists. In particular, the branching pattern may differ throughout param-
eter space. We refer to a bifurcating branch as being generic if it occurs for an open set of system
parameters. Propositions 4.7 and 4.8 describe all branching solutions for an open and dense subset
of system parameters. The details are omitted here because we only need the general form of all
branching solutions. 4
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Even if we do not state the full results here, we can see the main characteristic of the bifur-
cating solutions, which is the amplification effect. When we investigate the dynamics cell-by-cell
starting with the maximal cells, we observe that in each critical cell – if the maximal cells are
critical, no other cell is – the square root order of the lowest order terms in λ increases. Hence, the
branch exits 0 with a steeper slope. This is independent of the branching direction. As indicated
in Remark 4.10, in bifurcation analysis one is often not interested in the explicit expression de-
scribing how to compute the branching state for every parameter value but rather in the qualitative
behavior. To that end, we consider the asymptotics of the state variable for each cell separately in
a generic steady state bifurcation which encodes qualitative bifurcation information of each indi-
vidual cell. Propositions 4.7 and 4.8 allow to describe these asymptotics for each cell separately in
a generic steady state bifurcation in the case 1D. We introduce some notation to state these ideas
more precisely and to make them practical for the case DD as well. The following definition is in-
dependent of the feedforward structure and could also have been formulated for non-fundamental
networks. We state it for arbitrary internal dynamics on V from which we may deduce the case 1D
as a special case.

Definition. Let (vσ(λ))σ∈Σ ⊂
⊕

σ∈Σ V be a branch of steady states for a parameter-dependent
feedforward fundamental network vector field for small λ > 0, λ < 0 or |λ| small, i.e.,

Γ f ((vσ(λ))σ∈Σ, λ) = 0. (4.6)

We say that a cell σ ∈ Σ has the square root order ξσ ≥ 0 in λ or that it grows asymptotically as
λ2−ξσ if ‖vσ(λ)‖ = dσ · λ2−ξσ + O

(
|λ|2

−(ξσ+1))
with dσ , 0 for ξσ ≥ 1,

‖vσ(λ)‖ = O (|λ|) for ξσ = 0.

Therein ‖ · ‖ denotes the euclidean norm on V . If the branch only exists for λ < 0 replace λ by −λ.
We denote this situation by vσ ∼ λ2−ξσ . 4

Remark 4.11. The situation vσ ∼ λ2−ξσ with ξσ > 0 is equivalent to

vσ(λ) = λ2−µσ · ϑσ + Rσ(λ),

where ϑσ ∈ V \ {0} suitable and Rσ : R → V – restricted to the suitable neighborhood of λ0 = 0 –
such that ‖Rτ(λ)‖ = O

(
|λ|2

−(µτ−1))
. 4

The key observation for the investigation of implications of the steady state bifurcation results
in the case 1D for the case DD is the following:

Proposition 4.12. Let (xσ(λ))σ∈Σ be a branch of steady states for a generic steady state bifurcation
of a feedforward fundamental network as described in Propositions 4.7 and 4.8 with cell-by-cell
asymptotics xσ ∼ λ2−µσ for all σ ∈ Σ. Then the asymptotic orders of the cells are partially ordered
with respect to E, i.e.,

σ D τ implies µσ ≤ µτ. (4.7)

Hence, if τ E σ, then xτ has at most the same asymptotic order as xσ.

Proof. In the case of critical maximal cells, all cells have square root order 1, i.e., xσ ∼
√
λ.

Hence, nothing is to be shown. If, on the other hand, the maximal cells are non-critical, we obtain
a subset of cells B ⊂ Σ that is not influenced by any cells outside of B and such that all cells in
B have square root order 0: xσ ∼ λ – or µσ = 0 – for all σ ∈ B. In particular, σB ⊂ B for all
σ ∈ Σ implies that B contains all maximal cells. All σ < B have square root order µσ, where µσ is
defined as in (4.5). By definition µσ ≤ µτ if σ B τ. �
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4.2 Feedforward networks with high-dimensional internal dynamics

In this section, we show that feedforward structure can be used to observe the amplification ef-
fect also in generic steady state bifurcations when the internal dynamics is high-dimensional. In
particular, for a fixed feedforward fundamental network, the amplification effect we observe in
a generic 1-parameter steady state bifurcation is the same independent of the dimension of the
internal dynamics. The most important tools are the partial order on the cells and the fact that the
admissible maps are upper triangular – or more precisely, they respect the partial order. As the
center manifold reduction for fundamental networks respects monoid symmetry, this in particular
holds for the maps involved in the procedure that allows to translate a generic branch in the case
1D into a generic branch in the case DD presented in Section 3.4.2. As equivariance is equivalent
to admissibility (1.4), this has the convenient effect that whenever we compute some property of
the state variable vσ of cell σ it only depends on the state variables of cells τ D σ. This observation
proves to be powerful enough to translate the amplification effect into the high-dimensional case
without having to determine center manifolds explicitly. In particular, we show that critical cells
have the same square root order in any dimension of the internal dynamics. In a special case we
obtain the same cell-by-cell asymptotics for all cells.

A crucial part of this section contains the technical analysis of the maps that are needed to
define the center manifold reduction and their interaction with branching steady state solutions. In
particular, we will make heavy use of the technicalities proved in Section 3.4.1. To that end, we
reuse the notation from Section 3.4. We investigate steady state solutions of

Γ f :
⊕
σ∈Σ

V × R→
⊕
σ∈Σ

V,

which is an admissible vector field for a feedforward fundamental network that depends on a real
parameter λ ∈ R as in (4.2), close to the bifurcation point (v0, λ0) = (0, 0), as in the beginning of
Section 4. That is, we are interested in solutions to

Γ f (v, λ) = 0,

close to (0, 0), where
DvΓ f (0, 0)

is non-invertible. As stated before, for technical reasons, we focus on the extended system as in
(3.4)

v̇ =

(
v̇
λ̇

)
=

(
Γ f (v, λ)

0

)
= Γ f (v) (4.8)

on
⊕

σ∈Σ V × R. The extended system is equivariant with respect to the extended right regular
representation σ 7→ Aσ where

Aσ : v = (v, λ) 7→ (Aσv, λ).

Under the bifurcation assumption the linearization of the extended system induces a splitting of⊕
σ∈Σ V × R into subrepresentations

Xh = im0(DvΓ f (0, 0)) × {0},

Xc = ker0(DvΓ f (0, 0)) × {0} ⊕
〈
(vh, 1)

〉
,

(4.9)

where vh ∈ im0(DvΓ f (0, 0)) suitable, as in (3.5). These subspaces are generalized kernel and
reduced image of DΓ f (0) = D(v,λ)Γ f (0, 0) respectively. The corresponding equivariant projec-
tions are again denoted by Pc and Ph respectively. In particular, every element vc ∈ Xc can be
represented as

vc = (vc, 0) + λ(vh, 1),
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where vc ∈ ker0(DvΓ f (0, 0)) and λ ∈ R. Furthermore, the isomorphism of monoid representations
P′ : Xc → ker0(DvΓ f (0, 0)) × R is given by

P′(vc) = (Pc(vc + λvh), λ) = (vc, λ) (4.10)

and its inverse is given by
Q′(vc, λ) = (vc, 0) + λ(vh, 1) = vc (4.11)

(compare to (3.7) and Lemma 3.13). Then the extended system admits the local center manifold

Mc =
{(
1Xc + ψ

)
(vc) | vc ∈ Xc

}
=

{(
1Xc + ψ

)
(Q′(vc, λ)) | (vc, λ) ∈ ker0(DvΓ f (0, 0)) × R

}
, (4.12)

which is represented as a graph over either Xc or equivalently over ker0(DvΓ f (0, 0)) × R by the
equivariant map ψ.

For any branch of steady states of the bifurcation problem we have ((vσ(λ))σ∈Σ, λ) ⊂ Mc.
Furthermore, the dynamics restricted to the center manifold is bijectively conjugate to dynamics
on the center subspace Xc or on ker0(DvΓ f (0, 0)) × R (compare to (3.10)). Hence, any branch can
uniquely be represented in coordinates of these subspaces using the projections Pc or P = P′ ◦ Pc

such that

Pc ((vσ(λ))σ∈Σ, λ) ⊂ Xc,

P′
(
Pc ((vσ(λ))σ∈Σ, λ)

)
⊂ ker0(DvΓ f (0, 0)) × R

(compare to Section 3.4.2). Recall from (3.7) and Lemmas 3.11 to 3.14 that all maps required to
switch between the three representation of a branch of steady states – i.e., Pc, P′,Q′ and ψ leave
the λ-coordinate unchanged (the third representation is the original representation ((vσ(λ))σ∈Σ, λ)).
Hence, we see that the parameter of each representation remains the same and we may write

((yσ(λ))σ∈Σ, λ) = Pc ((vσ(λ))σ∈Σ, λ) ⊂ Xc,

((zσ(λ))σ∈Σ, λ) = P′
(
Pc ((vσ(λ))σ∈Σ, λ)

)
⊂ ker0(DvΓ f (0, 0)) × R.

(4.13)

Note that the second representation of (4.13) is of particular interest as it describes the branch
of steady states in the corresponding reduced bifurcation problem on ker0(DvΓ f (0, 0)) × R (see
(3.10)).

We investigate to what extent cell-by-cell asymptotics are respected when switching between
the different representations. In particular, we answer the following question: Under the assump-
tion of square root orders of individual cells that are partially ordered as in Proposition 4.12 for
feedforward networks – more precisely as in (4.7) – in either one of the representations, can we
recover the square root order of each cell in any of the other representations? As the distinction of
cells is reflected in the choice of coordinates, this is done by analyzing the projection operators in
the original coordinates.

Lemma 4.13. (i) Let ((vσ(λ))σ∈Σ, λ) ⊂ Mc be a branch of steady states of (4.8). Assume cell-
by-cell asymptotics vσ ∼ λ2−µσ that are partially ordered as in (4.7), i.e., σ D τ implies
µσ ≤ µτ. Then the representation in the generalized kernel of the extended system

((yσ(λ))σ∈Σ, λ) = Pc ((vσ(λ))σ∈Σ, λ) ⊂ Xc

exhibits the same cell-by-cell asymptotics, i.e.,

yσ ∼ λ2−µσ for all σ ∈ Σ.

(ii) Let ((yσ(λ))σ∈Σ, λ) ⊂ Xc be the representation of a branch of steady states of (4.8) in the
generalized kernel of the extended system. Assume cell-by-cell asymptotics yσ ∼ λ2−µσ that
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are partially ordered as in (4.7), i.e., σ D τ implies µσ ≤ µτ. Then the representation in the
full space

((vσ(λ))σ∈Σ, λ) =
(
1Xc + ψ

)
((yσ(λ))σ∈Σ, λ) ⊂ Mc

exhibits the same cell-by-cell asymptotics, i.e.,

vσ ∼ λ2−µσ for all σ ∈ Σ.

Proof. The central observation to prove both parts of the lemma is the fact that the maps
Pc

∣∣∣
Mc : Mc → Xc and

(
1Xc + ψ

)
: Xc → Mc are mutually inverse bijections between the center

manifold Mc and the generalized kernel of the extended system Xc. The properties of these maps
are well-understood from Lemmas 3.11, 3.12 and 3.14. We know that

Pc(v, λ) =
(
Pc

v(v, λ), λ
)
,

where Pc
v can be interpreted as a parameter-dependent linear map on

⊕
σ∈Σ V that is equivari-

ant with respect to the non-extended monoid representation, i.e., Pc
v(Aσv, λ) = AσPc

v(v, λ) for all
v ∈

⊕
σ∈Σ V, λ ∈ R and σ ∈ Σ. Due to the equivalence of equivariance and admissibility, it is

therefore a parameter-dependent linear admissible map of the fundamental network vector field.
In particular, it respects the partial order E(

Pc
v(v, λ)

)
τ

= `τ ((vσ | σ D τ), λ) , (4.14)

where `τ is a linear map that depends only on the entries vσ for σ D τ and the parameter λ. The
parameter-dependence is linear as well.

A similar observation holds for the other direction. Denote elements of the generalized ker-
nel of the extended system by (y, λ) = ((yσ)σ∈Σ, λ) ∈ Xc ⊂

⊕
σ∈Σ V × R. Then we know

ψ(y, λ) = (ψ
v
(y, λ), 0), where ψ

v
is a parameter-dependent admissible map of the fundamental net-

work. That is (
ψ

v
(y, λ)

)
τ

= qτ ((yσ | σ D τ), λ) . (4.15)

As ψ(0, 0) = 0 and Dψ(0, 0) = 0, we also obtain qτ(0, 0) = 0 and dqτ(0, 0) = 0.
We may now prove both cases separately beginning with (ii). Let ((yσ(λ))σ∈Σ, λ) ⊂ Xc be

the representation of a branch of steady states in the generalized kernel of the extended system.
Assume cell-by-cell asymptotics yσ ∼ λ2−µσ that satisfy the ordering assumption (4.7), i.e., σ D τ
implies µσ ≤ µτ. First, we fix a cell τ ∈ Σ with µτ ≥ 1. By definition yτ ∼ λ2−µτ is equivalent to

yτ(λ) = λ2−µτ · ϑτ + Rτ(λ),

where ϑτ ∈ V \ {0} suitable and ‖Rτ(λ)‖ = O
(
|λ|2

−(µτ−1))
. Combining the partial order of the cell-

by-cell asymptotics with the form of the map whose graph is the center manifold (4.15), and the
fact that qτ is at least quadratic to leading order, we compute(

ψ
v

((yσ(λ)σ∈Σ, λ))
)
τ

= qτ ((yσ(λ) | σ D τ), λ) = λ2−(µτ−1)
· ητ + ρτ(λ), (4.16)

where ητ ∈ V suitable and ‖ρτ(λ)‖ = O
(
|λ|2

−(µτ−1))
.

As we obtain the representation of the branch on the center manifold ((vσ(λ))σ∈Σ, λ) from

((vσ(λ))σ∈Σ, λ) =
(
1Xc + ψ

)
((yσ(λ)σ∈Σ, λ)) =

(
(yσ(λ))σ∈Σ + ψ

v
((yσ(λ))σ∈Σ, λ), λ

)
,

we directly see

vτ(λ) = λ2−µτ · ϑτ + Rτ(λ) + λ2−(µτ−1)
· ητ + ρτ(λ) = λ2−µσ · ϑτ + κτ(λ),

where ‖κτ(λ)‖ = O
(
|λ|2

−(µτ−1))
. Hence, vτ ∼ λ2−µτ , since ϑτ , 0.
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On the other hand, consider a cell τ ∈ Σ with µτ = 0. By the partial order of the square root
orders (4.7) we also obtain µσ = 0 for all σ D τ. By definition this is equivalent to ‖yσ(λ)‖ = O(|λ|)
for all σ D τ including τ. Thus, using (4.15) as before, we compute

‖vτ(λ)‖ = ‖yτ(λ) + qτ ((yσ(λ) | σ D τ), λ)‖ = O(|λ|),

which proves vτ ∼ λ and, therefore, completes the proof for (ii).
Next we turn to the proof of the first statement (i). This is slightly more complicated as we

have to make sure that the projection onto the generalized kernel of the extended system does
not ‘loose’ information about the asymptotics of a given cell. Assume that ((vσ(λ))σ∈Σ, λ) ⊂ Mc

is a branch of steady states whose cell-by-cell asymptotics satisfy the ordering assumption (4.7).
Then, fixing a cell τ ∈ Σ with µτ ≥ 1, we obtain

vτ(λ) = λ2−µτ · ϑτ + Rτ(λ),

with ϑτ ∈ V \ {0} suitable and ‖Rτ(λ)‖ = O
(
|λ|2

−(µτ−1))
. Combining the partial order of the cell-by-

cell asymptotics with the specific form of the projection onto Xc (4.14), in which `τ is linear, we
obtain (

Pc
v ((vσ(λ)σ∈Σ, λ))

)
τ

= `τ ((vσ(λ) | σ D τ), λ) = λ2−µτ · ητ + ρτ(λ), (4.17)

where ητ ∈ V suitable and ‖ρτ(λ)‖ = O
(
|λ|2

−(µτ−1))
. The representation of the branch in the gener-

alized kernel of the extended system ((yσ(λ))σ∈Σ, λ) is computed as

((yσ(λ))σ∈Σ, λ) = Pc ((vσ(λ))σ∈Σ, λ) =
(
Pc

v ((vσ(λ))σ∈Σ, λ) , λ
)
.

Thus, we see that yτ ∼ λ2−µτ , if ητ , 0.1

However, as ((yσ(λ))σ∈Σ, λ) ⊂ Xc is the representation of a branch of steady states in the
generalized kernel of the extended system, we may apply the results from (ii) to it and receive its
corresponding representation on the center manifold ((ṽσ(λ))σ∈Σ, λ) ⊂ Mc with the same cell-by-
cell asymptotics. As in the proof of part (ii), we compute its v-component to be

ṽτ(λ) = yτ(λ) + ψ
v
((yσ(λ))σ∈Σ, λ) = λ2−µτ · ητ + κτ(λ), (4.18)

where ητ ∈ V is as in (4.17) and ‖κτ(λ)‖ = O
(
|λ|2

−(µτ−1))
. Furthermore, Pc

∣∣∣
Mc and

(
1Xc + ψ

)
are

mutually inverse bijections between Mc and Xc. Hence,

((vσ(λ))σ∈Σ, λ) =
((
1Xc + ψ

)
◦ Pc

|Mc

)
((vσ(λ))σ∈Σ, λ)

=
(
1Xc + ψ

)
((yσ(λ))σ∈Σ, λ)

= ((ṽσ(λ))σ∈Σ, λ) .

Using (4.18), we obtain

vτ(λ) = λ2−µτ · ϑτ + Rτ(λ) = λ2−µτ · ητ + κτ(λ) = ṽτ(λ).

In particular, ητ = ϑτ , 0, which proves yτ ∼ λ2−µσ .
On the other hand, µτ = 0 implies µσ = 0 and therefore ‖vτ(λ)‖ = O(|λ|) for all σ D τ (which

includes τ). Thus we compute

‖yτ(λ)‖ = ‖`τ ((vσ(λ) | σ D τ), λ)‖ = O(|λ|),

which shows yτ ∼ λ, completing the proof of (i). �

1The opposite case ητ = 0 is what we refer to as ‘loosing’ information about the asymptotics in cell τ.
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Remark 4.14. The proof for Lemma 4.13 allows for a slightly more precise statement when re-
laxing the ordering assumption on the cell-by-cell asymptotics (4.7). That is, for every cell τ for
which the ordering assumption is fulfilled, µσ ≤ µτ for all σ D τ, we obtain that the τ-component
exhibits the same asymptotics in the full representation of the solution branch and in its represen-
tation in the generalized kernel of the extended system, i.e., vτ ∼ λ2−µτ and yτ ∼ λ2−µτ . This does
not require the square root orders of all cells to be ordered. 4

In the previous lemma we have shown that, under the ordering assumption (4.7), cell-by-cell
asymptotics agree in the representation of a steady state branch on the center manifold with those
in the representation in the generalized kernel of the extended system. A similar result holds
true when comparing representations in Xc and in ker0(DvΓ f (0, 0)) × R even without the ordering
assumption, i.e., yτ ∼ zτ with yτ and zτ as in (4.13). This follows from the properties of the
mutually inverse isomorphisms P′ and Q′.

Lemma 4.15. (i) Let ((yσ(λ))σ∈Σ, λ) ⊂ Xc be the representation of a branch of steady states
of (4.8) in the generalized kernel of the extended system. Assume cell-by-cell asymptotics
yσ ∼ λ2−µσ . Then the representation

((zσ(λ))σ∈Σ, λ) = P′ ((yσ(λ))σ∈Σ, λ) ⊂ ker0(DvΓ f (0, 0)) × R

exhibits the same cell-by-cell asymptotics, i.e.,

zσ ∼ λ2−µσ for all σ ∈ Σ.

(ii) Let ((zσ(λ))σ∈Σ, λ) ⊂ ker0(DvΓ f (0, 0))×R be the representation of a branch of steady states
of (4.8) in ker0(DvΓ f (0, 0)). Assume cell-by-cell asymptotics zσ ∼ λ2−µσ . Then the repre-
sentation in the generalized kernel of the extended system

((yσ(λ))σ∈Σ, λ) = Q′ ((zσ(λ))σ∈Σ, λ) ⊂ Xc

exhibits the same cell-by-cell asymptotics, i.e.,

yσ ∼ λ2−µσ for all σ ∈ Σ.

Proof. We prove (i) and (ii) similarly to the proof of Lemma 4.13. Recall that the maps
P′ : (y, λ) 7→ (Pc(y), λ) as in (4.10) and Q′ : (z, λ) 7→ (z + λvh, λ) as in (4.11) form equivariant
isomorphisms between Xc and ker0(DvΓ f (0, 0)) × R. In particular, due to Lemma 3.11 we know
that Pc is equivariant with respect to the non-extended representation σ 7→ Aσ. Hence, it is a
linear, admissible map for the fundamental network and we obtain(

Pc ((yσ)σ∈Σ)
)
τ = `τ (yσ | σ D τ) ,

in which `τ is linear.
Let ((yσ(λ))σ∈Σ, λ) ⊂ Xc be the representation of a branch of steady states of (4.8) in the

generalized kernel of the extended system and assume cell-by-cell asymptotics yσ ∼ λ2−µσ . For a
cell τ with µτ ≥ 1, this is equivalent to

yτ(λ) = λ2−µτ · ϑτ + Rτ(λ),

where ϑτ ∈ V \ {0} and ‖Rτ(λ)‖ = O
(
|λ|2

−(µτ−1))
. As ((zσ(λ))σ∈Σ, λ) = (Pc ((yσ(λ))σ∈Σ) , λ), we

compute
zτ(λ) = `τ (yσ(λ) | σ D τ) = λ2−ξτ · ητ + ρτ(λ),

where ητ ∈ V, ξτ = maxσDτ µσ and ‖ρτ(λ)‖ = O
(
|λ|2

−(ξτ−1))
. Furthermore, note that

Q′ ((zσ(λ))σ∈Σ, λ) =
(
(zσ(λ))σ∈Σ + λ · (vh

σ)σ∈Σ, λ
)
.
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Therein
zτ(λ) + λ · vh

τ = λ2−ξτ · ητ + λ · vh
τ + ρτ(λ) = λ2−ξτ · ητ + κτ(λ),

where ‖κτ(λ)‖ = O
(
|λ|2

−(ξτ−1))
, since µτ ≥ 1. As P′ and Q′ are mutually inverse, we obtain

yτ(λ) = λ2−µτ · ϑτ + Rτ(λ) = zτ(λ) + λ · vh
τ = λ2−ξτ · ητ + κτ(λ).

Thus, ητ = ϑτ , 0 and ξτ = µτ so that zτ ∼ λ2−µτ . If on the other hand µτ = 0, we obtain µσ = 0
and therefore yσ ∼ λ for all σ D τ, including τ. We compute

‖zτ(λ)‖ = ‖`τ ((yσ(λ) | σ D τ), λ)‖ = O(|λ|),

which shows zτ ∼ λ, completing the proof of (i).
Conversely, consider the representation of a branch of steady states in ker0(DvΓ f (0, 0)) × R

given by ((zσ(λ))σ∈Σ, λ) with cell-by-cell asymptotics zσ ∼ λ2−µσ . Fix a cell τ ∈ Σ with µτ ≥ 1
first. Then

zτ(λ) = λ2−µτ · ϑτ + Rτ(λ)

with ϑτ ∈ V \ {0} and ‖Rτ(λ)‖ = O
(
|λ|2

−µτ−1)
. As before, we compute the representation in the

generalized kernel of the extended system to be

yτ(λ) = zτ(λ) + λ · vh
τ = λ2−µτϑτ + λ · vh

τ + Rτ(λ).

As ϑτ , 0, this implies yτ ∼ λ2−µτ . On the other hand, assume µτ = 0, which implies
‖zτ(λ)‖ = O(|λ|) as before. In particular, we compute

‖yτ(λ)‖ =
∥∥∥zτ(λ) + λ · vh

τ

∥∥∥ = O(|λ|),

which shows yτ ∼ λ and therefore completes the proof of (ii). �

Corollary 4.16. In feedforward fundamental networks, cell-by-cell asymptotics of the full
representation of branches of steady states of (4.8), agree with those of the representation in
ker0(DvΓ f (0, 0))×R, if they respect the ordering relation (4.7). That is the cell-by-cell asymptotics
are invariant under the bijective conjugation P = P′ ◦ Pc : Mc → ker0(DvΓ f (0, 0)) × R.

Remark 4.17. Similar to Remark 4.14 a slightly more precise statement relaxing the ordering
assumption on the cell-by-cell asymptotics (4.7) is possible. For every cell τ for which the ordering
assumption is satisfied, µσ ≤ µτ for all σ D τ, we obtain that the τ-component exhibits the same
asymptotics in every representation of the solution branch. Here we do not require the square root
orders of all cells to be ordered as in (4.7). 4

These technical results put us in the position to prove the main theorems of the investigation of
1-parameter steady state bifurcations in fundamental feedforward networks with high-dimensional
internal dynamics. For bifurcation problems in which the generalized kernel at the bifurcation
point fulfills an additional condition, cell-by-cell asymptotics turn out to be the same as in the
case 1D. This follows almost directly from Corollary 4.16. In an arbitrary generic bifurcation
problem only a slightly weaker statement holds. That is, the amplification effect as in (4.5) is
the same in both cases. The precise square root order of each cell, however, is not necessarily
the same in both cases. In order to properly formulate the results we make use of the tensor
notation introduced in Section 2. In particular, we use indices and superscripts 1 and D with objects
that have been defined before to indicate one-dimensional or d-dimensional internal dynamics
respectively without explicitly defining them. For example Γ1

φ is a fundamental network vector
field with internal phase space R and internal dynamics φ, while ΓD

f is an admissible vector field
of the same network with internal phase space W and internal dynamics f .
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Theorem 4.18. Consider a feedforward fundamental network with one-dimensional internal dy-
namics and a generic 1-parameter family of admissible vector fields satisfying the bifurcation
assumption (4.4) formulated in the beginning of Section 4.1 with the absolutely indecomposable
subrepresentation Y ⊂ N1 =

⊕
σ∈Σ R as the generalized kernel at the bifurcation point. Denote

the set of all 1-parameter families of admissible vector fields satisfying the bifurcation assumption
(4.4) with Y as the generalized kernel at the bifurcation point by

F =
{
Γ1
φ

∣∣∣ Γ1
φ generic and ker0(DvΓ

1
φ(0, 0)) = Y

}
.

Furthermore, consider a generic 1-parameter family ΓD
f : ND × R → ND of admissible vector

fields on the same network with internal phase space W � Rd with d > 1 satisfying the bifurcation
assumption (4.4) and the additional condition

ker0(DωΓD
f (0, 0)) = Y ⊗ 〈w〉 (4.19)

on the kernel in tensor notation, where w ∈ W (see Theorem 2.9).2 Then there is a generic Γ1
φ ∈ F

such that ΓD
f exhibits the same pattern of local branches of steady states with the same cell-by-cell

asymptotics.
More precisely, the branches of steady states of Γ1

φ are known from Propositions 4.7 and 4.8.
Denote them by (xσ(λ))σ∈Σ, so that xσ ∼ λ2−µσ with µσ as in (4.5). Then each branch of steady
states (wσ(λ))σ∈Σ of ΓD

f uniquely corresponds to a branch (xσ(λ))σ∈Σ of Γ1
φ and the square root

orders are the same in both cases, i.e., wσ ∼ λ
2−µσ for all σ ∈ Σ.

Proof. Let ΓD
f : ND × R → W be a generic 1-parameter family of admissible vector fields with

ΓD
f (0, 0) = 0 and

ker0(DωΓD
f (0, 0)) = Y ⊗ 〈w〉,

where Y ⊂ N1 is an absolutely indecomposable subrepresentation. Due to the center manifold
reduction, the dynamics of ΓD

f on its center manifold Mc is bijectively conjugate to those of a
generic vector field

F : ker0(DωΓD
f (0, 0)) × R→ ker0(DωΓD

f (0, 0)).

In particular, all bifurcating branches of steady states of ΓD
f can uniquely be represented as

branches of steady states of F in ker0(DωΓD
f (0, 0))×R. As the center manifold reduction preserves

symmetry, the generic steady state bifurcations of the reduced system are entirely classified by
Σ-equivariance.

The same observation holds true for a generic 1-parameter steady state bifurcation in the case
1D. Let Γ1

φ : N1 × R → R be a generic 1-parameter family of admissible vector fields satisfying
the bifurcation assumption (4.4). Its dynamics on the center manifold is bijectively conjugate to
that of a generic equivariant system

G : ker0(DxΓ
1
φ(0, 0)) × R→ ker0(DxΓ

1
φ(0, 0))

In particular, if Γ1
φ ∈ F the generalized kernel satisfies

ker0(DxΓ
1
φ(0, 0)) = Y

Once again, dynamics on Y is classified by Σ-symmetry. As a result, there is a generic choice
Γ1
φ ∈ F such that

F(y ⊗ w, λ) = G(y, λ) ⊗ w (4.20)

2In the original coordinates this means for any basis (b1
σ)σ∈Σ, . . . , (bk

σ)σ∈Σ of Y the elements (bi
σw)σ∈Σ span

ker0(ΓD
f (0, 0)).
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(recall that every element in Y ⊗ 〈w〉 can be represented as a pure tensor y ⊗ w from the proof of
Lemma 2.7).

On the other hand, from Propositions 4.7 and 4.8, we know all branching solutions for a
generic Γ1

φ. In particular, for any branch (xσ(λ))σ∈Σ ⊂ N1 we know that xσ ∼ λ2−µσ , where the
µσ satisfy the ordering (4.7). Corollary 4.16 shows that the representation (yσ(λ))σ∈Σ on Y has the
same cell-by-cell asymptotics yσ ∼ λ2−µσ . For this representation we have G((yσ(λ))σ∈Σ, λ) = 0
for all λ with small absolute value.

Applying (4.20) this directly implies

F((yσ(λ))σ∈Σ ⊗ w, λ) = G((yσ(λ))σ∈Σ, λ) ⊗ w = 0.

Hence, we obtain a branch of steady states of the generic equivariant vector field F on Y ⊗ 〈w〉 by
attaching the vector w ∈ W \ {0} to each coordinate of the branch y(λ):

(yσ(λ))σ∈Σ ⊗ w ⊂ ker0(DωΓD
f (0, 0)).

Furthermore, as the dynamics on Y × R and Y ⊗ 〈w〉 × R are determined by symmetry, we obtain
all branches of steady states of F in this way (the representation onND via {Aσ ⊗ 1W }σ∈Σ is trivial
in the 〈w〉-component). In the original coordinates this branch is denoted by

(zσ(λ))σ∈Σ = (yσ(λ) · w)σ∈Σ

(see (2.2)). In particular zσ ∼ λ2−µσ . Due to the center manifold reduction, this branch uniquely
corresponds to a branch (wσ(λ))σ∈Σ of the full system governed by ΓD

f . As (yσ(λ))σ∈Σ satisfies the
ordering (4.7) on its cell-by-cell asymptotics, Corollary 4.16 implies wσ ∼ λ2−µσ . Note that all
steps in this proof require the application of bijective maps. Hence, we indeed have a one-to-one
correspondence between branches in the 1D-case and branches in the DD-case. �

Remark 4.19. Note that condition (4.19) imposes a restriction of generality. In general, due to
Theorem 2.9, the generalized kernel is isomorphic – as a subrepresentation – but not equal to
Y ⊗ 〈w〉. 4

123

Figure 2: A 3-cell homogeneous feedforward chain.

Example 2. We illustrate the previous remark by recalling Example 1 from the introduction. The
network in Figure 2 is the network in Figure 1 after its input maps have been completed to a
monoid. It is easy to see, that it is also a feedforward fundamental network. Similar to before,
we observe that the linearization of a 1-parameter family of admissible vector fields satisfying the
bifurcation assumption (4.4) is of the form

L =

A B C
0 A B + C
0 0 A + B + C

 ,
where A, B,C ∈ gl(V). Under the assumption of non-critical maximal cells, we have a (generically
simple) eigenvalue 0 of A – i.e., A = 0 in the case 1D –, while generically B and C are invertible
and we compute

ker1
0(L1) =

〈10
0

 ,

0
1
B
0


〉
, kerD

0 (LD) =

〈Y0
0

 ,
Y
′

Y
0


〉
,
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where Y,Y ′ ∈ W are such that AY = 0 and AY ′ = (1V − B) Y . Hence, we see

kerD
0 (LD) ,

〈Y0
0

 ,
 0
B−1Y

0


〉
� ker1

0(L1) ⊗ 〈Y〉.

Nevertheless, it can easily be verified that

AD
σ2

Y
′

Y
0

 =

Y0
0

 , AD
σ3

Y
′

Y
0

 = 0

AD
σ2

 0
B−1Y

0

 =

B−1Y
0
0

 , AD
σ3

 0
B−1Y

0

 = 0.

In particular the actions of σ2 and σ3 on (Y ′,Y, 0)T and on (0, B−1Y, 0)T are conjugate. Hence, we
have indeed

kerD
0 (LD) �

〈Y0
0

 ,
 0
B−1Y

0


〉
� ker1

0(L1) ⊗ 〈Y〉.

4

Theorem 4.18 describes generic steady state bifurcations in a DD-feedforward network only
in the special case that the generalized kernel of the vector field is essentially equal to one that
also occurs generically in the 1D-case. For a generic feedforward fundamental network with high-
dimensional internal dynamics the result is slightly weaker. Here we only obtain the same cell
asymptotics as in the 1D-case for cells σ ∈ Σ for which µσ > µτ for all τ B σ. In particular, this
is the case for cells that are critical in the 1D-setting. In cells that are non-critical the square root
order in the case DD is less than or equal to that in the case 1D. However, as amplification in the
case 1D is only visible in the critical cells – µσ increases only in critical cells (see (4.5)) –, this
can be interpreted as the same amplification effect in steady state bifurcations in networks with
high-dimensional internal dynamics. In order to make the notion of genericity precise, we need to
make the following remark first.

Remark 4.20. Consider a generic 1-parameter family of admissible vector fields for a feedfor-
ward fundamental network ΓD

f : ND × R → ND satisfying the bifurcation assumption (4.4) in
the case DD. As generic steady state bifurcations occur along absolutely indecomposable subrep-
resentations, we know that ker0(DωΓD

f (0, 0)) is absolutely indecomposable. Furthermore, due to
Theorem 2.9, there is a decomposition into indecomposable subrepresentations

N1 = Y1 ⊕ · · · ⊕ Ys

such that
ker0(DωΓD

f (0, 0)) � Y j ⊗ 〈w〉 � Y j

for some 1 ≤ j ≤ s. Any subrepresentation Yi can occur in a generic 1-parameter steady state
bifurcation in the case 1D. Furthermore, the subrepresentations are all absolutely indecomposable
and in one-to-one correspondence with the eigenvalues of a generic linear admissible map (see
[38]). This can readily be proven by exploiting the structure of upper triangular matrices using
methods which have been formalized in [30]. That is, there is a generic 1-parameter family of ad-
missible vector fields for the same fundamental feedforward network Γ1

φ : N1×R→ N1 satisfying
the bifurcation assumption (4.4) in the case 1D such that

ker0(DxΓ
1
φ(0, 0)) � Y j � ker0(DωΓD

f (0, 0)),

where the isomorphisms are isomorphisms of subrepresentations. 4
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Theorem 4.21. Consider a feedforward fundamental network with internal phase space W � Rd

with d > 1. Let ΓD
f : ND × R → ND be a generic 1-parameter family of admissible vector fields

satisfying the bifurcation assumption (4.4). Then ΓD
f exhibits the same amplification effect in its

branching steady state solutions as a generic 1-parameter family of admissible vector fields for
the same network with one-dimensional internal dynamics Γ1

φ : N1 × R→ N1.
That is, any branch (wσ(λ))σ∈Σ of steady states of ΓD

f uniquely corresponds to a branch
(xσ(λ))σ∈Σ of Γ1

φ. These are known from Propositions 4.7 and 4.8. In particular, each cell σ ∈ Σ is
of square root order µσ, i.e., vσ ∼ λ2−µσ with µσ as in (4.5). Then

wσ ∼ λ
2−ξσ for all σ ∈ Σ,

where

ξσ

= µσ for σ critical,

∈ {0, . . . , µσ} for σ non-critical.

Here, criticality is to be understood with respect to Γ1
φ – the definition of criticality depends on a

non-invertible linearization of a 1-parameter family of admissible vector fields.

Proof. The general idea of the proof is similar to that of Theorem 4.18. Therefore, we omit
some of the details and focus on the difficulties that arise when condition (4.19) is violated.
Once again, dynamics restricted to the center manifold of a generic parameter dependent sys-
tem ΓD

f : ND × R→ ND satisfying the bifurcation assumption (4.4) is bijectively conjugate to that
given by a generic equivariant vector field

F : ker0(DωΓD
f (0, 0)) × R→ ker0(DωΓD

f (0, 0)).

Due to Theorem 2.9, we know that

ND ⊃ ker0(DωΓD
f (0, 0)) � Y ⊗ 〈w〉, (4.21)

where w ∈ W \ {0} and Y ⊂ N1 is an absolutely indecomposable subrepresentation. Remark 4.20
implies, that there is a generic 1-parameter family of admissible vector fields Γ1

φ : N1 × R → N1

for the same network with one-dimensional internal dynamics such that

ker0(DxΓ
1
φ(0, 0)) � Y ⊂ N1. (4.22)

Generic dynamics – most importantly steady state bifurcations – on Y is uniquely determined
by symmetry. On the other hand, the same holds for generic dynamics on ker0(DxΓ

1
φ(0, 0)). As

in the proof of Theorem 4.18, these are also determined by the reduction of the generic system
Γ1
φ to its generalized kernel by the center manifold reduction. In particular, using Propositions 4.7

and 4.8 and Corollary 4.16, we obtain a unique representation (yσ(λ))σ∈Σ ⊂ ker0(DxΓ
1
φ(0, 0)) of

each branch of Γ1
φ such that yσ ∼ λ2−µσ , where µσ is defined as in (4.5). In the same manner, we

obtain all branching steady state solutions of a generic A1
σ ⊗ 1W-equivariant system

G : ker0(DxΓ
1
φ(0, 0)) ⊗ 〈w〉 × R→ ker0(DxΓ

1
φ(0, 0)) ⊗ 〈w〉

as
(yσ(λ))σ∈Σ ⊗ w ⊂ ker0(DxΓ

1
φ(0, 0)) ⊗ 〈w〉.

This is due to the obvious observation

ker0(DxΓ
1
φ(0, 0)) ⊗ 〈w〉 � ker0(DxΓ

1
φ(0, 0))

as representations with respect to σ 7→ A1
σ ⊗ 1W and σ 7→ A1

σ respectively. In the remainder of
this proof, it is convenient not to use the tensor notation but to rely on the original coordinates
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(yσw)σ∈Σ ∈ ker0(DxΓ
1
φ(0, 0)) ⊗ 〈w〉. In particular, the generic branch in ker0(DxΓ

1
φ(0, 0)) ⊗ 〈w〉

becomes (yσ(λ)w)σ∈Σ. It satisfies
yσ(λ)w ∼ λ2−µσ

for all σ ∈ Σ as w is fixed.
Using (4.21) and (4.22) we see that there is an isomorphism of subrepresentations

Ψ : ker0(DωΓD
f (0, 0))→ ker0(DxΓ

1
φ(0, 0)) ⊗ 〈w〉.

with inverse Ξ. This isomorphism conjugates generic dynamics on the two spaces as it respects
symmetry. In particular, all branches of steady states of the generic reduced system F are of the
form

(zσ(λ))σ∈Σ = Ξ ((yσ(λ))σ∈Σw) ⊂ ker0(DωΓD
f (0, 0)).

Similar to the proof of Theorem 4.18 we have found a relation of the generic branches of steady
states in the case DD to those in the case 1D. However, due to the characterization of (zσ(λ))σ∈Σ
using the isomorphism Ξ it is not obvious what the square root orders of each cell are in this
representation. Hence, we cannot apply Corollary 4.16 directly to obtain square root orders of the
corresponding branches of ΓD

f . Hence, we begin by investigating the effect of the isomorphism
Ψ on cell-by-cell square root orders similarly to Lemmas 4.13 and 4.15. To that end, we extend
Ψ and Ξ trivially to the full space, i.e., Ψ,Ξ : ND → ND. Hence, both maps are equivariant
maps with respect to σ 7→ AD

σ (they are, however, only invertible when restricted to the respective
subrepresentations). Due to the equivalence of equivariance and admissibility, they are therefore
linear admissible maps for the feedforward fundamental network with internal phase space W. In
particular, both maps respect the partial order E so that we may write

(Ψ((Zσ)σ∈Σ))τ = `τ(Zσ | σ D τ) = `
y
τ(Zσ | σ D τ) · w, (4.23a)

(Ξ((Yσw)σ∈Σ))τ = lτ(Yσw | σ D τ) =
∑
σDτ

Yσlστ (w), (4.23b)

where `τ : W#{σDτ} → W, `y
τ : W#{σDτ} → R as well as lτ : : W#{σDτ} → W and lστ : W → W are

suitable linear maps.
Similar to the proofs of Lemmas 4.13 and 4.15, we investigate the implications of this structure

of the linear maps Ψ and Ξ on the cell-by-cell asymptotics of (zσ(λ))σ∈Σ = Ξ ((yσ(λ))σ∈Σw). By
definition

yσ(λ) =

ασ · λ2−µσ + O
(
|λ|2

−(µσ−1))
if µσ ≥ 1,

O(|λ|) if µσ = 0,

where ασ ∈ R \ {0}. Consider a cell τ ∈ Σ with µτ = 0 first. By definition µσ = 0 for all σ D τ.
Hence, using (4.23b) we obtain

‖zτ(λ)‖ =

∥∥∥∥∥∥∥∑σDτ yσ(λ)lστ (w)

∥∥∥∥∥∥∥ = O(|λ|)

and, therefore, zτ ∼ λ. In particular τ is of square root order ιτ = 0 in that representation.
Next, consider a cell τ ∈ Σ with µτ ≥ 1. Then (4.23b) gives

zτ(λ) =
∑
σDτ

yσ(λ)lστ (w) = λ2−µτ · ητ + κτ(λ),

where ητ ∈ W and ‖κτ(λ)‖ = O
(
λ2−(µτ−1))

. In particular, zτ ∼ λ2−ιτ with

ιτ

= µτ if ητ , 0,
∈ {0, . . . , µτ − 1} if ητ = 0.

(4.24)
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The second case can be avoided, if additionally τ is a critical cell with respect to Γ1
φ. By definition,

this implies µσ < µτ for all σ B τ. Hence, (4.24) gives

ισ ≤ µσ < µτ for all σ B τ. (4.25)

As Ψ and Ξ are mutually inverse on the respective subrepresentations, we obtain

yτ(λ)w =
(
ατ · λ

2−µτ + O
(
|λ|2

−(µτ−1)))
· w

= (Ψ((zσ(λ))σ∈Σ))τ
= `

y
τ(zσ(λ) | σ D τ) · w

=
(
βτ(ητ) · λ2−µτ + O

(
|λ|2

−(µτ−1)))
· w,

where βτ : W → R linear. Therein, the last equation holds due to (4.25). Hence, βτ(ητ) = ατ , 0
which implies ητ , 0. Hence, due to (4.24), ιτ = µτ so that zτ ∼ λ2−µτ .

Summarizing, we have shown that the representation (zσ(λ))σ∈Σ of the generic branch of steady
states (yσ(λ)w)σ∈Σ in ker0(DωΓD

f (0, 0)) has cell-by-cell asymptotics zσ ∼ λ2−ισ . These do not
satisfy the ordering (4.7) on all cells. However, for a cell τ that is critical with respect to Γ1

φ, we
have that ισ < ιτ for all σ B τ. This follows from (4.25) and the fact that ιτ = µτ for such τ. Due to
the bijective conjugation between the dynamics of F and those of the generic original system ΓD

f
restricted to its center manifold, each branch (zσ(λ))σ∈Σ of steady states of F uniquely corresponds
to a branch of steady states (wσ(λ))σ∈Σ ⊂ ND of ΓD

f . It can be computed as in (4.12)

((wσ(λ))σ∈Σ, λ) =
(
1Xc + ψ

) (
Q′ ((zσ(λ))σ∈Σ, λ)

)
(4.26)

using the map whose graph is the center manifold Mc. It remains to be investigated, how the square
root orders translate to this representation. From Corollary 4.16 and Remark 4.17 we immediately
obtain

wτ ∼ λ
2−ιτ = λ2−µτ (4.27)

for all cells τ ∈ Σ that are critical with respect to Γ1
φ, as the ordering (4.7) is satisfied for these cells

as well as ιτ = µτ.
We cannot apply Corollary 4.16 to cells that are not critical with respect to Γ1

φ. However, using
Lemma 4.15, we may take an intermediate step in (4.26) as

((Xσ(λ))σ∈Σ, λ) = Q′ ((zσ(λ))σ∈Σ, λ) ⊂ Xc ⊂ ND × R,

where Xc is the generalized kernel of the linearization of the extended system at the bifurcation
point DΓD

f (0, 0) and Q′ : ker0(DωΓD
f (0, 0)) × R → Xc is the isomorphism of Σ-representations

given in (4.11). Then ((Xσ(λ))σ∈Σ, λ) is the unique representation of ((zσ(λ))σ∈Σ, λ) in Xc. Due to
Lemma 4.15, the X-component of this representation exhibits the same cell-by-cell asymptotics as
(zσ(λ))σ∈Σ, i.e.,

Xσ ∼ λ2−ισ

for all σ ∈ Σ.
Finally, as in (4.26) we have

((wσ(λ))σ∈Σ, λ) =
(
1Xc + ψ

)
((Xσ(λ))σ∈Σ, λ) .

Hence, it remains to investigate what impact the map
(
1Xc + ψ

)
has on the square root orders of

each cell. Lemma 4.13 does not apply to this situation, as the square root orders for the branch
(Xσ(λ))σ∈Σ are given by ισ for all σ ∈ Σ which do not respect the partial order E as in (4.7).
Nevertheless, a proof similar to that of Lemma 4.13 allows for a characterization of the square
root orders of the branch (wσ(λ))σ∈Σ. Recall from (4.15) that ψ is trivial in the λ-component,
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i.e., ψ(X, λ) = (ψ
X

(X, λ), 0), and ψ
X

is a parameter-dependent admissible map of the fundamental
network. That is, (

ψ
X

(X, λ)
)
τ

= qτ ((Xσ | σ D τ), λ) .

In particular, we compute

wτ(λ) = Xτ(λ) + qτ((Xσ(λ) | σ D τ), λ), (4.28)

for all τ ∈ Σ, where qσ(0, 0) = 0 and dqσ(0, 0) = 0.
Fix a cell τ ∈ Σ with ιτ = 0. Then ισ = 0 for all σ B τ. Hence, we have ‖Xσ(λ)‖ = O(|λ|) for

all σ D τ (which includes τ). Therefore, from (4.28) we obtain

‖wτ(λ)‖ = ‖Xτ(λ) + qτ((Xσ(λ) | σ D τ), λ)‖ = O(|λ|),

which is equivalent to wτ ∼ λ. That is τ has square root order 0 = ιτ = µτ.
On the other hand, consider a cell τ ∈ Σ with ιτ ≥ 1. We may focus on the case that τ

is non-critical with respect to Γ1
φ, as we have investigated the other case already in (4.27). By

definition
Xσ(λ) = λ2−ισ · ϑσ + ρσ(λ),

for all σ ∈ Σ, where ϑσ ∈ W \ {0} and ‖ρσ(λ)‖ = O
(
|λ|2

−(ισ−1))
. Hence, using (4.28) we obtain

wτ(λ) = Xτ(λ) + qτ((Xσ(λ) | σ D τ), λ) = λ2−ισ · ϑσ + λ2−Υτ ·$τ + Ωτ(λ),

where $τ ∈ W, ‖Ωτ(λ)‖ = O
(
|λ|2

−(ιτ−1)
+ |λ|2

−(Υτ−1))
and Υτ = maxσDτ ισ − 1. Recall that ισ ≤ µσ

for all σ ∈ Σ. Furthermore,
µτ = max

σBτ
µσ,

as τ is non-critical for Γ1
φ. Hence, we obtain

Υτ = max
σDτ

ισ − 1 ≤ max
σDτ

µσ − 1 = µτ − 1 < µτ.

This proves wτ ∼ λ
2−ξτ where ξτ ≤ ιτ ≤ µτ. �

Remark 4.22. In Theorems 4.18 and 4.21 we show that the 1-parameter family of admissible
vector fields ΓD

f in the case DD admits branching steady states that exhibit the same amplification
effect as those of Γ1

φ in the case 1D. In particular, cells that are critical with respect to Γ1
φ exhibit

the same asymptotics in both cases – the same holds for cells τ ∈ Σ with µτ = 0.
On the other hand, consider a cell τwith µτ ≥ 1 that is non-critical with respect to ΓD

f . Assume,
furthermore, that for a specific branch of steady states (wσ(λ))σ∈Σ, we know wσ ∼ λ

2−ισ with ισ ≥ 0
for all σ B τ. In order to determine the τ-coordinate of this branch, the equation to be solved is

0 = f (wσ1τ, . . . ,wσnτ, λ).

Note that for all σ ∈ Σ either στ = τ or στ B τ. In particular, we may fill in the coordinates of the
branch wσ(λ) for all σ B τ. The τ equation reduces to a bifurcation equation on W

0 = g(wτ, λ).

Due to the bifurcation assumption (4.4), we have

Dwτg(0, 0) = Dwτ f (0, 0) =
∑
σ∈Lτ

aσ

which is invertible as τ is assumed not to be critical. Therefore, we may apply the implicit function
theorem to obtain

wτ(λ) = G((wσ(λ) | σ B τ), λ)
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such that
0 = g(wτ(λ), λ) = f (wσ1τ(λ), . . . ,wσnτ(λ), λ)

for all λ close to 0. As G is at least linear up to lowest order in all its arguments, we immediately
obtain

wτ ∼ λ
2−ιτ

with ιτ ≤ maxσBτ ισ. In particular, no amplification may occur in a cell that is non-critical with
respect to ΓD

f . As a result, all cells that provide an amplification must be critical. Since these are
precisely the ones that are critical with respect to Γ1

φ, we obtain that the set of critical cells is the
same in both cases. 4

Remark 4.23. The bifurcation results in the case 1D in [38] are proven by bare-hands analysis
exploiting the partial order in the network. The fact that the equation for cell σ depends only
on the state variables of cells τ D σ, allows for inductive computations of solutions. A similar
approach is possible in the case DD as well. Computations in non-critical cells can be solved
using the implicit function theorem (compare to Remark 4.22), critical cells require application
of the Lyapunov-Schmidt reduction. However, taking care of the numerous different cases of
branching patterns, depending on a large number of parameters in the equations, and in particular
investigating genericity is at least tedious if not factually impossible, due to the arbitrary dimension
of the internal phase space. 4
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